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Abstract

This work presents a method for modelling the response of X-ray detectors applied to remove
artefacts in tomography.

On some reconstructed volumes by tomography using synchrotron radiations at ESRF, dark
line artefacts (under-estimation of linear attenuation coefficients) appear when high density
material are aligned.

The causes of these artefacts have been determined using experimental and simulation methods;
then simulated artefacts were removed.

Finally two different causes are highlighted in this study. One of them is the impulse response
of the used detector, the Frelon camera of ID19 beamline. An iterative fixed point algorithm
has been used successfully to remove simulated artefacts on tomographic slices.

Keywords: tomography; X-ray; detectors response modelling; artefacts; simulation; deconvo-
lution.

Résumé

Ce travail présente une méthode pour modéliser la réponse de détecteurs de rayons-X appliquée
à la correction d’artefacts en tomographie.

Quand des matériaux de masse volumique élevée sont alignés, des lignes foncées (sous-
estimation des coefficients linéaires d’atténuation) apparaissent sur des volumes reconstruits
par tomographie par rayonnement synchrotron.

Les causes de ces artefacts ont été déterminées en utilisant des méthodes expérimentales et par
simulations. Puis, les artefacts simulés ont été supprimés.

En définitive, cette étude a mis en évidence deux différentes causes. L’une d’elle est la réponse
impulsionnelle du détecteur utilisé, la caméra Frelon de la ligne ID19. Un algorithme de point
fixe a permis de supprimer efficacement les artefacts simulés sur des coupes tomographiques.

Mots-clés : tomographie ; rayons-X ; modélisation de la réponse de détecteurs ; artefacts ; si-
mulation ; déconvolution.

vii





Contents

Introduction 3

1 X-rays imaging 5
1.1 Physical properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Beer-Lambert law (or attenuation law) . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Tomography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3.1 Analytic reconstruction methods . . . . . . . . . . . . . . . . . . . . . 9
1.3.2 Discrete reconstruction methods . . . . . . . . . . . . . . . . . . . . . 9

1.4 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.1 Monte Carlo method . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.2 Ray-tracing algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4.3 Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Potential artefacts sources 15
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.1 3D scene to simulate . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Using small size with GEANT4 . . . . . . . . . . . . . . . . . . . . . 18
2.2.3 Simulation of the aluminium composite . . . . . . . . . . . . . . . . . 18

2.3 Aliasing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Harmonic components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5 Response of the detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.5.2 Suspecting the impulse response . . . . . . . . . . . . . . . . . . . . . 25
2.5.3 How to estimate the camera response . . . . . . . . . . . . . . . . . . 28
2.5.4 Getting the Edge Spread Function (ESF) . . . . . . . . . . . . . . . . . 29

2.6 Phase contrast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3 Removing artefacts 39
3.1 Basic idea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Removing artefacts in simulated tomographic slices . . . . . . . . . . . . . . . 43
3.3 Testing using experimental data . . . . . . . . . . . . . . . . . . . . . . . . . 45

Conclusion 51

Page 1



CONTENTS

Bibliography 55

A Testing the scaling factor in GEANT4 57

B Flat field 59

C Parameters estimated by gnuplot 61

D Deconvolution 63
D.1 Matlab programs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

D.1.1 Iterative deconvolution function . . . . . . . . . . . . . . . . . . . . . 63
D.1.2 Test files . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

D.2 Programmed iterative algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 67

Page 2



Introduction

This project was proposed and supported by Dr Jean-Michel Létang and Dr Gilles Peix of
CNDRI Laboratory. It comes from the collaboration between different laboratories of INSA-
Lyon3 and ESRF in Grenoble. The starting point of this research project is the disclosure of
strong artefacts in specific micro-tomographic volumes acquired at ESRF on ID19 beamline by
Professor Jean-Yves Buffière and Dr Eric Maire of GEMPPM. In fact, some dark lines appear
when high density objects are aligned.

The subject of this study is twofold:

1. determining theoretically the origin of these artefacts using both simulation tools and real
experiments,

2. proposing a method to remove them.

The whole work has been done in collaboration with Dr Peter Clœtens, member of the ID19
beamline staff.

The basics of X-ray imaging are first recalled in chapter 1. Then, an exhaustive study of pos-
sible artefacts origins is carried out in chapter 2. Having highlighted different artefact causes
responsible of those dark-line artefacts, an iterative fixed point method is proposed in chapter 3
to remove them.

3Institut National des Sciences Appliquées de Lyon, Scientific and Technical University
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Chapter 1

X-rays imaging

The German Wilhelm Conrad Röntgen discovered X-rays in 1885. They are an electromagnetic
radiation (like visible radiation), generally emitted when matter is bombarded with fast elec-
trons (X-ray tubes). X-ray beam is composed by photons. Their wavelengths are very small
(typically from 10−10 to 10−14 metres). After revealing bones, Röntgen got the Nobel price
in 1901 for the discovery of X-rays. Since then, X-rays imaging has been used extensively in
medicine, and later on, in non-destructive testing in material science as diagnostic aid.

There are plenty of techniques to get X-rays (X-ray tube, linear accelerator, synchrotron, etc.).
Nowadays, in non-destructive testing, X-ray tubes are still the main used device to produce
X-rays. The first accelerators (cyclotrons) were built by particle physicists in the 1930s. Few
years after, in 1947 in the USA, at General Electric, synchrotron radiation was seen for the first
time [Ble93, Wil96]. Firstly, it was considered as nuisance because particles lose energy; now,
synchrotron radiation sources are compared to "super-microscopes". They reveal information
in numerous fields of research (e.g. in material science).

The European Synchrotron Radiation Facility, located in Grenoble, is a joint equipment shared
by 17 European nations. The storage ring is 844 metres in circumference. Within the ring,
electrons (6 GeV in energy) cover the circle in 32 straight lines and 32 turnings. At each
turning (bending market) and each straight line (insertion device: wiggler or undulator at ID19),
X-photons are emitted (Fig. 1.1). Photon energy is quite low (from few keV up to 100 keV),
but the flux is higher (106 to 108 times more) than in the case of an X-ray tube.

1.1 Physical properties

X-photons cross matter. During their path into a sample, they can interact with matter [AR68].
Fig. 1.2 illustrates interactions and image forming. For most X-rays imaging modalities, only
directly transmitted photons are essential, because they project an image of the sample on the
detector. The quality of images depends on interactions into samples and into the detector.
Scattering participates in the image forming and degrades the image quality. There are five
kinds of interaction,
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CHAPTER 1. X-RAYS IMAGING

Figure 1.1: Storage ring includes straight and curved sections (This picture comes from the
ESRF web site [ESR03]).

Incident X−ray beam

1Detector

Sample

3 1

2
4

Figure 1.2: X-photons/matter interactions. 1 Directly transmitted photons (no interaction).
2 Absorbed photons. 3 Scattered photons. 4 Absorbed scattered photons.

Page 6



1.2. BEER-LAMBERT LAW (OR ATTENUATION LAW)

• photoelectric effect,
The energy of a photon is completely absorbed by an atom. Its energy is transfered to an
electron of an internal layer (generally K or L). This electron is ejected from its atomic
orbital with an kinetic energy Ec.

Ec = E0−E1 (1.1)

with E0 the incident photon energy and E1 the bonding energy of the concerned layer.
The ionization of this electron layer is followed by the emission of a X-fluorescence
photon or an Auger electron (probability of Auger effect is important for low atomic
number). Generally, fluorescence photon is absorbed near the interaction place because
of its low energy.

• Rayleigh scattering (or coherent scattering),
As a first approximation, photons can be considered deviated from their direction without
energy loss.

• Compton effect (or incoherent scattering),
This effect is the result of an elastic shock between an electron and an incident photon.
This electron is free or weakly linked to the atom. The photon transfers a part of its energy
to the electron. The photon is scattered, and the electron gets kinetic energy.

• pairs creation,
This effect is based on the conversion of incident photon energy into mass energy. An
electric field is around the nucleus of an atom (or around an electron). This field can
transform the incident photon into matter. This matter corresponds to a pair of electron-
positron. It only appears when incident energy is superior to 1.02 MeV (minimum energy
corresponding to the mass creation).

• nuclear reaction,
A high energy photon (from 6 to 15 MeV) can be absorbed by a nucleus. The nucleus
becomes instable. It disintegrates and emits a proton or a neutron.

1.2 Beer-Lambert law (or attenuation law)
Along a given X-ray path, let N be the number of photons at abscissa x. The number of photons
dN, which will interact along an infinitesimal distance dx, is given by:

dN =−µNdx (1.2)

Coefficient µ, which can be seen as a probability of interaction by length unit, is also called
linear attenuation coefficient. It is usually expressed in cm−1. It depends on:

1. E, the energy of incident photons,

2. ρ, the material density of the sample,

3. Z, the material atomic number of the sample.
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CHAPTER 1. X-RAYS IMAGING

Eq. 1.2 can be integrated over the spatial and energy domain. Let N0 be the number of incident
photons. The total number of transmitted photons, N1, becomes:

∫

N1(E)dE =
∫

N0(E)× exp
(

−

∫

µ(ρ(x),Z(x),E)dx
)

dE (1.3)

This integrated form is the Beer-Lambert law. Simplified forms can be used, for example when
the incident X-ray beam is monochromatic:

N1 = N0× exp
(

−

∫

µ(ρ(x),Z(x))dx
)

(1.4)

Furthermore, for homogeneous materials, we get

N1 = N0× e−µx (1.5)

Note that generally, µ is not directly used. The mass attenuation coefficient µ
ρ (in cm2.g−1) is

preferred. This coefficient does not depends on the density and the state of the material. At
a particular energy, µ

ρ is constant for a given chemical composition (e.g. ( µ
ρ)ice = ( µ

ρ)water =

( µ
ρ)vapour).

1.3 Tomography
Tomography is a non-destructive method. It is a multi-angular analysis followed by a mathemat-
ical reconstruction (Fig. 1.3). Tomographic acquisition consists in acquiring many projections.
Between each projection, depending on the context, either the sample (in NDT) or the couple
detector/source (in medical scanners) is rotated and/or translated.

The first classical tomographic device was introduced in 1921. In 1972, Hounsfield tested suc-
cessfully the first clinical Computerized Axial Tomography (CAT1) [Hou73, Pey03].

The reconstruction process is a mathematical routine that consists in back-projecting into the
object space a physical variable whose measures are integral quantities along strait lines. We
saw in the previous section from the Beer-Lambert law, that an X-ray projection delivers at
each pixel an integral measure of the attenuation coefficient. Therefore after reconstruction, a
tomographic slice ideally corresponds to a linear attenuation coefficient µ map. However, as we
will see in chapter 2, there are many artefact causes, and quantitative imaging via tomography
is highly sensitive. There are two kinds of reconstruction algorithm:

• analytic methods [DG02, KS88],

• algebraic methods [BP02].

1generally reduced as Computerized Tomography (CT)
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1.3. TOMOGRAPHY

Detector
Slice plane

X−Ray source Projection

Tomographic slice

Rotation axis

Figure 1.3: X-ray tomography.

1.3.1 Analytic reconstruction methods
Analytic methods are based on a continuous modelling. Reconstruction consists in the inver-
sion of measurement equations. The most frequently used is the filtered back-projection algo-
rithm (FBP).

Following Fig. 1.4, the expression of a projection is Eq. 1.6.

Pθ(u) =
∫ ∫

f (x,y)δ(u− xcosθ− ysinθ)dxdy (1.6)

There is a relationship between the expression of a projection (Eq. 1.6) and the Radon transform
(Eq. 1.7 & Eq. 1.8)

R f (t,θ) = Pθ(t) (1.7)

R f (t,θ) =
∫ ∫

f (x,y)δ(t− xcosθ− ysinθ)dxdy (1.8)

Fig. 1.5 illustrates the reconstruction process. The sinogram, which is the observed measure,
is built from the set of X-ray projections at successive angles. Tomographic reconstruction
consists in estimating the original object from this sinogram. Analytic methods inverse the
Radon transform using the Fourier slice theorem: the 1D Fourier transform of a projection is
equal to a slice of the 2D Fourier transform of the original image. The complete 2D Fourier
transform of the image is reconstructed from these 1D Fourier transforms. Then, the image is
obtained by inverting its Fourier transform.

1.3.2 Discrete reconstruction methods
These reconstruction techniques are based on iterative correction algorithms. For example in
the Algebraic Reconstruction Technique (ART), one of the most commonly used algorithm,
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CHAPTER 1. X-RAYS IMAGING

uu θ

y

x

P (u)θ

Figure 1.4: Projection expression.

Radon transform inversion

Image Sinogram
t

θ

(tomographic reconstruction)

Radon transform,
X−ray projection

Figure 1.5: Inverse problem: reconstruction of an unknown image from a known sinogram.
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1.4. SIMULATION

an iteration consists in updating the reconstructed volume for each measurement pixel loca-
tion, i.e. ray by ray. Besides ART, there are many other iterative techniques, namely Simul-
taneous ART (SART), Multiple ART (MART), Simultaneous Iterative Reconstruction Tech-
nique (SIRT), etc.

For more details about tomographic reconstruction, it is recommended to have a look at specific
literature [BP02, Cen98, DG02, KS88].

1.4 Simulation

The whole X-ray imaging chain, from the source to the detector, can be simulated by comput-
ing. There are plenty of simulation tools. Such programs are very useful. For example, they
allow scientists to understand how photons cross matter. They also allow engineers to simulate
experiment, and optimize experiment parameters [BCL02, LFP03]. They also permit to con-
ceive new imaging system [Lec02].

There are two different kinds of X-ray simulation algorithms:

• probabilistic method, based on Monte Carlo trials,

• determinist or analytic method, based on ray-tracing.

1.4.1 Monte Carlo method

Simulation by Monte Carlo [BCL02, SFAS01] consists in the individual tracking of each parti-
cle (e.g. photon in the case of X-ray simulation). Such algorithms are able to follow each photon
during its different interactions with matter. At each step of the simulation, several events are
possible for each photon. Events are chosen randomly. The events probability respects physical
law probabilities. Naturally, the quality of a such algorithm depends on the quality of the ran-
dom numbers generator.

For carrying out our probabilistic simulations, GEANT42 [Ama00] developed by the CERN3

has been used. It is a library for simulating the passage of particles (not only X-ray photons)
through matter. At CNDRI Lab., GEANT4 has been historically chosen because:

• the same physical models, as VXI (presented in subsection 1.4.2), are used. The same
cross sections database [CHK97] are used in both simulation toolkits.

• It is a library written in C++ and it uses object-oriented programming (OOP) concept.

2The acronym GEANT comes from GEometry ANd Tracking
3Conseil Européen de la Recherche Nucléaire

Page 11



CHAPTER 1. X-RAYS IMAGING

1.4.2 Ray-tracing algorithm
Ray-tracing is a determinist algorithm. Originally, it has been designed to image synthesis in
the visible domain. In the 3D space, a straight line from the observer (often called camera) to
a pixel of the projection plane is called a ray. For each pixel, intersections of a ray with objects
must be calculated. There is an intersection, when a ray comes into an object, or when a ray
goes out. But only the closest intersection to the observer is useful, others are not visible by the
observer [FvFH97]. It is illustrated by Fig. 1.6. As there are two objects in this figure, there are

ObserverObject 2

Projection plane (subdivided into pixels)

Object 1

Ray
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Figure 1.6: Image synthesis by ray-tracing in the visible domain. A ray is drawn from the
observer through each pixel.

four intersections of the ray with objects. The pixel color has to be computed considering the
nearest intersection to the observer.

Ray-tracing principle has been adapted to X-ray simulation. In this case, all intersections have
to be considered. It allows to compute radiation attenuation considering the thickness crossed
by a ray into an object characterized by its material.

Virtual X-ray Imaging (VXI) is an X-ray simulation toolkit, written in C++. It has been de-
veloped at CNDRI laboratory [DFK+00, DFKB00, Fre03]. Input data is composed by 3D
objects described by triangles networks (known as polygon meshes). This standard represen-
tation allows to use Computer-Aided Design (CAD). It is useful to deal with complex three-
dimensional (3D) geometry (Fig. 1.7). Another interest of the use of polygon meshes is to
make the render process faster. Indeed, number of algorithms have been developed for such
geometry representation. For example, Z-buffer algorithm was introduced in 1974 by Catmull
[Wat00]. The original purpose of this algorithm is to remove hidden faces. Nowadays, it is used
for real-time rendering of polygons [WND+97]. It has been adapted to ray-tracing. Then, in
VXI, it has been adapted to X-ray simulation.

1.4.3 Comparison
These two kinds of algorithm are not rival, they are complementary.

• The first is slow. Several days can be needed to get image with an acceptable noise level
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1.4. SIMULATION

X−Ray source

Sample

Virtual detector

Figure 1.7: Radiographic simulation with VXI. A point source, a matrix detector and a CAD
model with triangular meshes.

(e.g. 1%). But, following physical law, it takes each kind of photon/matter interactions
into account (scattering, fluorescence, electron processes, etc.).

• The second is fast. It does not produce noise. It can be added after, to simulate realistic
images. Sinogram (900 projections of 4096 ×1 pixels) can be simulated in few minutes
(less than 5 minutes) using current computer (Pentium III, 1 GHz). But it is only really
suited to directly transmitted photons.

In the following chapter, we will see that both methods were used in this study to determine
the origin of artefacts. Indeed, depending on the goal of the simulation experiment, VXI is
useful when only directly transmitted photons have to be considered. But GEANT4 is definitely
required to estimate the role played by each kind of interactions.
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Chapter 2

Potential artefacts sources

2.1 Introduction
We shown in section 1.3 that, given an ideal detector and a monochromatic X-ray spectrum,
the volume reconstructed by tomography is a map of linear attenuation coefficients for that
particular energy. However in practice, many artefacts occur in reconstructed volumes. As an
example, Fig. 2.1 shows a typical reconstructed slice of a aluminium composite acquired at
ESRF.

Titanium/Aluminium/Vanadium (Ti90/Al6/V4) matrix

Tungsten (W) cores

Silicon carbide (SiC) fibers

Figure 2.1: Slice reconstructed by tomography, containing artefacts. Experiment carried out
at the ESRF on ID19 beamline. Large distance between source and detector, 145 m (parallel
photons beam). Distance between detector and inspected object, 80 mm. Detector, a CCD
camera with a 1024 × 615 pixels resolution. 1.9 µm pixel size. Synchrotron radiation, 33 keV
in energy. 900 projections, angular span 180°.

Two kinds of artefacts are clearly visible in Fig. 2.2, an enlarged region of interest (ROI) of
Fig. 2.1. Black and white rings are well known phase contrast artefacts. Physicians are not
annoyed by these artefacts. But the dark lines with bright borders, located along alignments of
high density tungsten cores, are more disturbing. Indeed tungsten cores, silicon carbide fibers
and titanium matrix are homogeneous materials. As these lines are darker, linear attenuation
coefficients are under-estimated on artefacts area. Using a database, it is possible to obtain the-
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dark line artefact

phase contrast artefact

Figure 2.2: Extract of Fig. 2.1.

oretical attenuation coefficient in any element, compound or mixture, at energies from 1 keV
to 100 GeV [BH87, BHS+99]. Comparing attenuation coefficients given in the center of re-
constructed slice using real data to these theoretical coefficients, it has been detected that the
computed coefficients are false (the center of the slice is used because this area is reconstructed
using more data than the periphery of the slice).

• Silicon carbide total mass attenuation at 33 keV is 0.855 cm2.g-1. Its density is 3.2 g.cm-3

[Cor03a]. The theoretical linear attenuation coefficient is obtained as follows: 0.855 ×
3.2 = 2.736 cm-1. The experiment gives values varying between 0 and 10 cm-1.

• Total mass attenuation at 33 keV of the aluminium composite Ti90/Al6/V4 is 2.97 cm2.g-1.
Its density is 4.42 g.cm-3 [Cor03b]. The theoretical linear attenuation coefficient is ob-
tained as follows: 2.97 × 4.42 = 13.1274 cm-1. The experiment gives values varying
between 10 and 18 cm-1.

• Tungsten total mass attenuation at 33 keV is 17.7 cm2.g-1. Its density is 19.3 g.cm-3. The
theoretical linear attenuation coefficient is obtained as follows: 17.7 × 19.3 = 341.61 cm-1.
The experiment gives values varying between 165 and 185 cm-1.

This kind of artefacts is a new problem for physicians studying materials, since it has not been
detected previously in quite similar aluminium composites [MB00]. Fig. 2.3 is the result of a
tomographic reconstruction where the cores are in carbon, which does not absorb X-rays much,
compared to tungsten. Phase contrast is still visible, but there are no dark lines any longer.

In this study, we decided to focus the application context on this aluminium composite with
tungsten fiber cores. The goal is the complete understanding and evaluation of all possible arte-
fact causes, using both real experiments and simulation tools. First in section 2.2 we evaluate
the importance of each photon/matter interactions and their respective degradation on the X-ray
image. Section 2.3 reviews sampling artefacts. The role of harmonic components present in the
ESRF source is studied in section 2.4. Degradations due to the detector’s response are estimated
in section 2.5. Finally phase contrast artefacts are evaluated in section 2.6.
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Figure 2.3: Slice of volume of a carbon fiber reconstructed by tomography. Experiment carried
out at the ESRF on beam line ID19, with a distance between the source and the detector of
140 m. Distance between detector and inspected object, 60 mm. Pixels size in reconstructed
image, 2.8 µm. Electron beam energy, 30 keV. 1200 projections performed around the object,
on 180°.

2.2 Interactions

In this section, we evaluate the relative importance of direct radiations with respect to other
radiations (scattering, fluorescence, etc.) that can be expected in the aluminium composite with
tungsten core fibers.

2.2.1 3D scene to simulate

We have listed in section 1.1 the different kinds of interaction that can take place between
photons and matter. Basically, three main types are likely to degrade X-ray images:

• Rayleigh scattering,

• Compton scattering,

• Fluorescence photons emission.

It was seen, in subsection 1.4.1, that Monte Carlo method algorithms are able to follow each
photon during its different interactions with matter. It allows to determine whether a particular
kind of interactions is enough important to generate such artefacts.

Fig. 2.4 illustrates the 3D scene, which has been used for the simulation. The 3D scene is com-
posed of a monochromatic parallel X-ray source at 33 keV, an aluminium composite simulation
phantom and a detector. This simulation setup is similar to the one used in the real experiment.
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33 keV

W

Object

Ti90/Al6/V4Detector

X−Ray source

SiC

Figure 2.4: Scene simulated with GEANT4. Tungsten cores diameter, 30 µm. Silicon carbide
fibers diameter, 140 µm. Matrix size, 815× 815 µm. Distance between detector and object,
80 mm. Parallel monochromatic X-rays, 33 keV in energy.

2.2.2 Using small size with GEANT4
We first entered in GEANT4 the true composite geometry (see Fig. 2.4), i.e. silicon carbide
fibers of 140 µm diameter with tungsten cores of 30 µm diameter. However with objects of very
small sizes, typically the fiber cores, the GEANT4 simulation always crashed. To solve this
problem, we had to transpose the simulation setup.

Let us first show that the X-ray simulation experiment remains the same when all geometric
dimensions, including the detector, are scaled inversely to the material densities. We know
from the Beer-Lambert law in section 1.2 that, for a given chemical composition (mass attenu-
ation coefficient µ/ρ is fixed), the photon transportation’s probability law is determined by the
product of the local density by the track length. This is valid for any photon, whether direct,
scattering or fluorescent. This means that if we transpose the initial simulation setup by scaling
up all geometrical dimension by a given factor (typically 1000), the transposed X-ray simula-
tion will be the equivalent as long as material densities are scaled down by the same factor.

To validate this transposition, we designed a specific simulation setup, where Rayleigh and
Compton photons are sufficiently present to show the statistical equivalence of the transposition.
An iron box of 100×100×50 in mm, with a cavity of 20×5×2.5 in mm is placed in front of
a lead filter (300×300×1 in mm) using fan-beam of 400 keV. Two different simulations have
been performed, one with the true geometry, one with a transposition factor of 1000. Fig. 2.5
clearly shows that this scaling factor does not alter direct nor the scattered radiations. Both
simulations are statistically identical. Images and profiles resulting from multiple scattering are
presented in App. A.

2.2.3 Simulation of the aluminium composite
We showed in previous subsection that a simulation experiment can be transposed without harm-
ing the result validity by inversely scaling geometrical dimensions and material densities. To
avoid GEANT4’s crash with small cylinder dimensions, the aluminium composite is used with a
transposition scaling factor of 1000. Fig. 2.6 presents results of the simulation performed with
this setup. On these figure, we display i) directly transmitted photons ii) all photons (directly
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Figure 2.5: Average vertical profiles of a simulation of a filter (300× 300× 1 in mm) in lead
at the front of an iron box of 100× 100× 50 in mm, with a little cavity of 20× 5× 2.5 in mm,
using fan-beam of 400 keV.
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transmitted and scattered photons).

On Fig. 2.6.a, the two curves are superposed, showing that only directly transmitted photons
are important. By zooming on pixel 295 to 300 (area where there is the less directly transmitted
photons), the curves are still very close (Fig. 2.6.b).
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Figure 2.6: Results of the simulation corresponding to the setup presented in Fig. 2.4. Calcula-
tion time ' 1 week.

In the setup presented in Fig. 2.4, 99.97% of the energy received by the detector is directly
transmitted. Other photons received by the detector represent 0.03% of the received total energy,
among which:
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Radiation Percentage in energy received
Rayleigh 93.47%
Compton 5.35%

Scattering photons (order 2) 1.15%
Scattering photons (order 3) 0.01%
Scattering photons (order N) 0.00%

Fluorescence & Bremsstrahlung photons 0.02%

More than 99 percents of the energy received by the virtual detector come from directly trans-
mitted photons. According to these results, scattering, fluorescence and Bremsstrahlung photons
are negligible, then they can be ignored. The dark line artefacts cannot be present on account of
non direct photons in this aluminium composite. Moreover, to get a high resolution image from
Monte Carlo algorithm, the calculation time is too long for current computers. As only directly
transmitted photons are significant, ray-tracing simulation can be used for future experiments.
It is a faster technique, which enables tomographic acquisition simulations in an acceptable
computation time.

2.3 Aliasing

Considering the rendering time, it is not currently possible to simulate tomography using Monte
Carlo algorithm with a PC. But in the previous section, it was seen that the scattering photons,
fluorescence and Bremsstrahlung are not enough important. Consequently, from now, simula-
tions can be performed using a ray-tracing algorithm.

Two methodology parameters have to be taken into account when a tomographic acquisition
is simulated: the number of pixels of the detector and the number of projections. Nyquist
observed that a signal must be sampled at least twice during each cycle of the highest frequency
of the signal. Let us consider n, the number of pixel of the detector and p the number of
projections uniformly distributed over 180°. If projection data are under-sampled or if not
enough projections are recorded, then there will be insufficiency of data. Artefacts on account
of insufficiency of data are usually called the aliasing distortions. According to [Pey03] and
[KS88], the Nyquist theorem is satisfied when the number of projections is:

π
2
×n≤ p (2.1)

In the case of parallel beam, these projections are uniformly distributed over 180°.

To verify the effect of aliasing in our case, different tomographic scans have been simulated
with different number of pixels and projections. Fig. 2.7 shows the effects of under and over-
samplings. The number of pixel is constant (1024), only the number of projections varies in
these examples. According to Eq. 2.1, at least 1609 projections are needed for a 180° angular
span if there are 1024 pixels per projection.
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(a) (b)

(c) (d)

Figure 2.7: Extracts of slice of a tungsten fiber, reconstructed by tomography using a monochro-
matic beam, 33 keV in energy, 1024 pixels, angular span 180°. (a) 450 projections; (b) 900
projections; (c) 1800 projections; (d) 3600 projections.

Under-sampling decreases the visual quality of reconstructed slices. On the other hand, over-
sampling increases a little bit the image quality. Although only 900 projections were acquired
at ESRF, the few artefacts caused by aliasing are not similar to those on real slices.

2.4 Harmonic components
Simulations performed in previous sections used setups with a monochromatic source. However
synchrotron radiation produces a polychromatic spectrum. To obtain a monochromatic beam at
a given energy, this spectrum is filtered by a multi-layer monochromator. But in the worst case,
this spectrum can be corrupted by typically a few percent of harmonic components.

A new simulation setup has been designed to evaluate the degradation due to these harmonic
components. We heuristically decided to split the incident spectrum energy into three compo-
nents:

• the fundamental component, 33 keV in energy, 97% of the incident beam,
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• the 1st harmonic component, 66 keV in energy, 2% of incident the beam,

• the 2nd harmonic component, 99 keV in energy, 1% of incident the beam.

A reconstructed slice of this setup is shown on the left-hand side of Fig. 2.8. Such incident

(a) (b)

Figure 2.8: Effect of harmonic components on tomographic slice simulation. Distance between
detector and sample, 80 mm. Pixel size 1.9 µm. 900 projections, angular span 180°. (a)
monochromatic beam, 33 keV in energy. (b) polychromatic beam (33 keV: 97% of the incident
beam, 66 keV: 2% of the incident beam, 99 keV: 1% of the incident beam).

beam produces artefacts onto the reconstructed image. Dark lines with bright borders appear,
when high density material are aligned. These artefacts are similar to those observed on slices
reconstructed from experimental data (Fig. 2.2). In this study, the correction of harmonic com-
ponents is not supposed to be done. Indeed, methods already exist in the case of tomographic
acquisition using X-ray tube. They can be also used in the case of synchrotron. Moreover it
is possible to use a silicium monocrystal monochromator, which will reduce harmonic com-
ponents; unfortunately, it will increase the acquisition time comparing to the use of the multi-
layer one. Anyway, dark lines only appear when high density samples are aligned, then a such
monochromator can be only used with this kind of material.

2.5 Response of the detector
Until now, to determine the origin of dark line artefacts, only simulation with perfect detector
have been performed. Unfortunately, for real experiments, detectors do not have an ideal re-
sponse.

In this study, experimental data has been obtained at ID19 beamline using the FRELON1 cam-
era. It is a 14 bit dynamic CCD detector, with a 1024 × 1024 pixel chip or a 2048 × 2048 pixel
chip [CP02, ID103]. It has been developed by the ‘Analog and Transient Electronic’ ESRF
group. The whole acquisition system is composed by:

1Fast REadout LOw Noise
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• a shutter,

• an x-ray to visible light converter (fluorescent screen),

• an optical system,

• a CCD camera.

The shutter allows to stop the exposure of the CCD camera during its reading time. Optical
system determines image pixel size. In the case of this study, only 1.9 µm is considered.

2.5.1 Introduction
Acquisition systems cannot perfectly reproduce the input data. There is always more or less
noise, images are always more or less blurred. In X-ray imaging, the main causes of blur (or
unsharpness) are:

1. X-ray source focus size (geometrical unsharpness) (Fig. 2.9),

2. detector impulse response (detector inherent unsharpness) (Fig. 2.10).

The detector inherent unsharpness can be due to pixel size, scattering inside the fluorescent
screen and its support, optical lenses, etc.

Point source d
Source with a non−zero focus size

Parallel beam

Profile Profile Profile

Figure 2.9: Geometrical unsharpness.
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x

Dirac impulse

Pixel number

Camera response

Figure 2.10: Detector inherent unsharpness.

It is possible to estimate and combine different causes of unsharpness. The result of these
estimations is an unsharpness function. In the geometric domain, this function is called point
spread function (PSF). It corresponds to the response of the detector to one Dirac impulse
(Fig. 2.10). In the Fourier domain, it is defined as the transfer function. Its magnitude is called
modulation transfer function (MTF). It is often used to characterize the spatial resolution of
an imaging system [Hol96, KZR+96]. MTF and PSF are closely connected with the whole
acquisition system (CCD camera, converters and optics). For each optic, MTF and PSF will
change. Moreover, geometrical unsharpness function is closely connected with the distance of
the sample to the source, in the case of a fan-beam source with a non-zero focus size. But in
the case of parallel beam, there is no geometrical unsharpness. Then the PSF is equivalent to a
convolution by a low pass filter (see [GW77] to get details on convolution).

2.5.2 Suspecting the impulse response
We saw in the previous subsection that the effect of the impulse response is similar to a convo-
lution by a low-pass filter. Here, we will theoretically demonstrate that the impulse response is
influent when several samples are aligned.

Let us consider the case of a monochromatic and parallel incident beam. A sample is made of
an homogeneous material characterized by its linear attenuation coefficient µ and its thickness
x. N similar samples are aligned at the front of a given pixel t. The width of a pixel is equal
to the width of a sample. Consider E0, E and Er respectively the incident energy, the energy
received by an ideal detector behind N samples and the energy received by a real detector behind
N samples.

1. Fig. 2.11 illustrates the energy received by an ideal detector; the PSF width is null.

At the pixel t, the fall is E0−E.

(a) If there is only one sample (N = 1) at the front of the pixel t, then we will get from
the Beer-Lambert law (Eq. 1.5):

E = E0× e−µx (2.2)
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0
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0 t

E

Figure 2.11: Energy received by an ideal detector.

The measure given by the detector is:

ln
E0

E
= µx (2.3)

(b) In the case of several aligned samples (N > 1), we get:

E = E0× e−µNx (2.4)

and the measure given by the detector is:

ln
E0

E
= Nµx (2.5)

As expected, we note that using an ideal detector, measures vary linearly in N.

2. Fig. 2.12 illustrates the energy received by a real detector; the PSF width is not null.

E0

Energy

E

Pixel

Er

0 t

Figure 2.12: Energy received by a real detector.

At the pixel t, the fall is k(E0−E), with k ∈ [0,1]. The real value, Er, is:

Er = E0− k(E0−E) (2.6)

Er = E0− kE0 + kE0× e−µNx (2.7)
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Er = E0
(

1− k + ke−µNx) (2.8)

The measure given by the detector becomes:

ln
E0

Er
=− ln(1− k + k× exp(−µNx)) (2.9)

Using a real detector, measures do not vary linearly in N anymore.

Fig. 2.13 illustrates the influence of the number of aligned samples and the material. If k is
equal to 1, then Eq. 2.9 is equivalent to Eq. 2.5. In this example, although k is equal to 0.9, the
figure clearly shows that the impulse response only really play a role when high density material
are aligned. Its role can be ignored with low density material. It can explain why the dark line
artefacts do not appear with carbon cores (Fig. 2.3).

Ideal detector
Real detector

µ= 340 cm-1 (W)

µ= 15 cm-1 (Ti90/Al6V4)

µ= 3 cm-1 (SiC)
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Figure 2.13: Example of measures given by a real and ideal detector. k = 0.9, x = 0.003 cm
(core size).

To check the effect of the impulse response of the camera used at ESRF, the impulse response
must be evaluated and it has to be applied in simulation with high density aligned samples. We
will study it in the following subsections.
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2.5.3 How to estimate the camera response
In subsection 2.5.2, we saw that the image is corrupted using a real detector when samples are
aligned. Indeed the measures vary linearly in function of the crossed thickness using an ideal
detector, which is not the case using a real one. To check the effect of a real detector onto
tomographic reconstruction when high density materials are aligned, the impulse response of
the detector has been experimentally estimated, then it has been used in simulation.

From the beginning of non-destructive testing (NDT), procedures for measuring and combining
unsharpness were proposed. In 1946, Klasens proposed a such method [Kla46]. Criterion of his
method is close to the British Standard [Bri88]. Total unsharpness is the following geometrical
average:

htotal = n
√

hn
inherent +hn

geometric (2.10)

with hinherent depending on CCD camera, converters and optics and hgeometric depending on the
distance of the sample to the source (according to Fig. 2.9, there is no geometry unsharpnesses
in the case of parallel X-ray beams). For Klasens, n is equal to 3. But, if n is equal to 2, then
unsharpness corresponds to a convolution by Gaussian functions [LP03].

Although the principle of the MTF measurement is simple and known for a long time, in practice
it is not easy to deal with physical measurements. It comes from the difficulty to physically
obtain an X-ray Dirac impulse. There are different methods for estimating the MTF. Most of
them have been proposed for visible light imaging. In the case of X-ray imaging, four methods
are commonly used [KZR+96, LP03]. To simplify, a linear detector (1D) is considered. There
are:

1. The hole method:
it consist in getting the image of a very small hole. The profile directly corresponds to the
PSF.

2. The slit method:
it is the same method as the hole method. The used object is very small slit. Thus, the
line spread function (LSF) is directly obtained.

3. The bar/space pattern:
a bar/space test object with increasing spatial density is used. Each section of the object
corresponds to a periodic rectangular pattern. Contrast measurement of the pattern allows
to evaluate the contrast transfer function (CTF).

4. The edge method:
the test object is an edge. Thus, the profile corresponds to the edge spread function (ESF).
The LSF is obtained by derivation of the ESF.

In practice, getting ESF is easier than getting directly impulse response (PSF). The unsharpness
function is recovered via an edge signal derivation, sampled along the intensity gradient of a
test object [LP03].
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2.5.4 Getting the Edge Spread Function (ESF)
In the previous subsection, four methods to estimate the impulse response of the detector were
presented. In practice ESF measurement is the easiest to perform. Therefore, we have decided
to measure the detector response using this method. ESF depends on the used energy and the
pixel size. To match the aluminium composite setup, the ESF has been estimated using 33 keV
in energy and 1.9 µm pixel size. The response may be different in all direction. To check the
isotropy of the response, several acquisitions are required. Considering acquisition duration, we
have chosen to perform four different acquisitions as Fig. 2.14 shows.

Edge

Detector

Movement

Detector

Edge

Movement

(a) (b)

Edge

Detector

Movement

Movement

Edge

Detector

(c) (d)

Figure 2.14: 4 acquisitions performed at ID19 ESRF beamline. 50 projections by acquisi-
tion. Synchrotron radiation, 33 keV in energy. (a) 1st horizontal acquisition, (b) 2nd horizontal
acquisition, (c) 1st vertical acquisition, (d) 2nd vertical acquisition.

Edge material

Edge material has to be chosen carefully regarding:

• the possibility to get a very straight edge,
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• the limitation of fluorescence and scattered photons.

To be accurate, as the pixel size is very small (1.9 µm), the edge must be very straight. To
avoid degradation of information, scattering and fluorescence must be negligible comparing to
directly transmitted photons.

Generally, edges are done from metal plates. But in our case (very small pixel size), it is diffi-
cult to machine an edge sufficiently straight. The chosen material is a gallium arsenide crystal
(GaAs). When a plate of a gallium arsenide crystal is broken, the edge is very straight. The
chosen GaAs crystal is a plate, 0.5 mm in thickness, which is quite big compared to pixel size.

As in subsection 2.2.3, a Monte Carlo simulation has been used to estimate the relative impor-
tance of each kind of photons (directly transmitted, scattered, fluorescence). The simulation
has been carried out using GEANT4 with 33 keV in energy and a gallium arsenide crystal plate.
99.85% of the energy received by the detector behind the plate comes from directly transmitted
photons. Other photons received by the whole detector represent 0,15% of the received total
energy, among which:

Radiation Percentage in received energy
Rayleigh (order 1) 98,92%
Compton (order 1) 0,05%

Multiple scattering (order 2) 1,02%
Multiple scattering (order 3) 0,01%

Multiple scattering (order > 3) 0,00%
Fluorescence & Bremsstrahlung 0,00%

Simulation results show that only directly transmitted photons are important. It proves that
experimental data are not degraded by scattering and fluorescence because they are negligible.

Analysis of data

As fluorescence and scattered photons are negligible, data can be directly analyzed after flat
field correction (for more details about flat field correction, see App. B).

Lack of samples The easiest way to obtain the ESF from one projection of an edge is to
extract a profile. This method has not been performed due to lack of accuracy. Indeed, there
are only few pixels along the intensity fall (Fig. 2.15). The resolution is too low. There are two
ways to handle this lack of samples:

• The edge is moved along the intensity gradient direction [LP03, KZR+96]. A pixel being
hidden behind the object becomes ‘visible’. Ideally, the motion span is at least equal to
the unsharpness support. The step magnitude is computed to get the required number of
sample.

• The test object has a long sharp edge, slightly twisted relatively to one line (or column)
of the CCD. Therefore an oriented edge profile can be extracted with enough data points
in the intensity fall. For more detail on oriented edge method, [LP03, Gv00] could be
consulted.
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Figure 2.15: Profile of an edge obtained using a GaAs crystal, for the 2nd horizontal acquisition.
Synchrotron radiation, 33 keV in energy.

Generally, the second method is easier to carry out. Indeed, the edge is not supposed to be
moved. But in the case of ID19 beamline, as samples can be accurately moved by engines
controlled by computer, the first method has been used. The total edge displacement is approx-
imately equal to 2.6 pixels (5 µm). Regarding the acquisition time, fifty projections of the edge
have been performed by acquisition. So, between projections, the edge has been translated by a
constant translation vector (0.1 µm).

Fig. 2.16 shows the intensity of different pixels (abscissas 500, 501 and 502) of the middle line
for every projections of the second horizontal profile acquisition. Unfortunately, there are not
enough data to reconstruct a whole profile using only intensities of one particular pixel. The
displacement of the edge is too small. Meanwhile, it is possible to combine several extracted
profiles at different pixel abscissas. By shifting the profiles, they can be readjusted. Indeed, a
pixel(x,y, t), with t the projection number, corresponds to a pixel(x+1,y, t +k), with k equal to
the pixel size divided by step ( 1.9

0.1 ). So, to readjust two successive profiles, one of them has to
be shifted by 19 along the projection number axis, e.g. pixel(501,512,5)' pixel(502,512,24).
However this theoretically translation vector has not been used.

Indeed to be more accurate, the translation vector has been estimated using experimental data.
A mathematical function can fit profiles presented in Fig. 2.16. They have been fitted using
the implementation of the nonlinear least-squares (NLLS) Marquardt-Levenberg algorithm of
gnuplot. To approximate profiles, the used function is

f (x) = a+b× arctan((x− c)/d) (2.11)

Profiles must be chosen taking onto account estimation errors. After fitting, gnuplot resumes
the coefficients of Eq. 2.11 and estimation error rate. It is more accurate to determine parame-
ters using profiles at pixels (501, 512) and (502, 512) than (500, 512). The difference of the c
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Figure 2.16: Extracted horizontal profiles for the 2nd horizontal acquisition.

parameters between two successive profiles corresponds to the translation vector (in projection
unit). gnuplot gives c501 = 34.7209 and c502 = 13.1314, then the translation vector is 21.5895
projections, which is not so far from the theoretical value. Fig. 2.17 shows a profile recon-
structed by combining shifted profiles.

Lack of engines accuracy It has been found that the pitch of the edge movement is not really
constant. Although the step has been set to 0.1 µm, it varies during the acquisition process.
To deal with this inaccuracy problem, scaling factors have been applied to get all reconstructed
profiles on the same scale. For each acquisition, the total edge displacement between the first
and the last projections have been estimated using the the gnuplot fit function. It allows to get the
average step used for each acquisition. Then scaling factors are deduced. Every reconstructed
profiles are shown in Fig. 2.18. A better accuracy would be possible, if each step between two
successive projections have been estimated. But it needs more computation time.

Fresnel reflection On Fig. 2.18, there are overshoots on the 1st horizontal profile and the 2nd

vertical profile. They are probably due to Fresnel reflection. Incident beam has to be strictly
perpendicular to the GaAs plate. Otherwise, Fresnel reflection occurs when the angle between
incident beam and the edge is small. These two profiles were not usable to estimate the LSF.
Moreover, it is to note that the 2nd horizontal profile and the 1st vertical profile are not probably
completely right. Indeed, due to the large thickness of the plate comparing to the CCD pixel
size, if incident beam and edge are not strictly perpendicular, then some pixels, which are not
supposed to be covered by the plate, will be covered. As a consequence, the LSF will be
probably over-estimated and the computed unsharpness will be greater than the real one.
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Figure 2.17: 2nd horizontal profile (ESF) after reconstruction.
Note: Comparing to profiles of Fig.2.16, the final reconstructed profile (Fig. 2.17) is vertically
flipped. It allows to match this final reconstructed profile and the real one, which is already
displayed in Fig. 2.15.

Fitting ESF by mathematical function In previous paragraphs, we described a method to
reconstruct the profile of an edge. It corresponds to the ESF and characterizes the detector. By
derivation of the ESF, the LSF is obtained. The LSF is an estimation of the impulse response
of the detector. Using the gnuplot fit function, a mathematical function matches the ESF. The
used function is formed as followed:

ESF(x) = a+b×
(

arctan
(

x− c
d

)

+ erf
(

x− c
e

))

(2.12)

Fig. 2.19 illustrates functions, which match ESFs. App. C presents the different parameters
computed by gnuplot for fitting the two set of data points.

Applying LSF From the ESF, the LSF is obtained by finite difference, together with a scaling
factor (to get LSF in pixel unit).

Fig. 2.20 presents LSFs obtained from the estimated ESFs (Fig. 2.19). It shows that the impulse
response of the detector is not isotropic. However, the two computed LSFs are quite close. But
the tails of each estimated LSF spread onto at least 300 pixels, which is very important. To
check the effect of the impulse response of the ID19 acquisition system, simulations have to be
performed taking onto account this response.

In subsection 2.5.1, we saw that effect of impulse response is a convolution. Tomographic ac-
quisitions have been simulated using ray-tracing with monochromatic radiation. All simulated
projections are convolved by the LSF. Then a slice is reconstructed by tomography. Fig. 2.21
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Figure 2.18: (a) reconstructed vertical profiles, (b) reconstructed horizontal profiles.
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Figure 2.19: Estimated ESF.
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Figure 2.20: Estimated LSF.
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is the result of a such simulation.

(a) (b)

Figure 2.21: Simulated tomographic slices. Monochromatic incident beam, 33 keV in energy.
Distance between source and detector, 145 m (parallel photons beam). Distance between detec-
tor and sample, 80 mm. Pixel size 1.9 µm. 900 projections, angular span 180°. (a) simulation
with an ideal detector. (b) simulation with a real detector (LSF estimated from 1st vertical
acquisition).

The detector impulse response products artefacts in the reconstructed volume similar to those
observed from experimental data.

2.6 Phase contrast
On tomographic slices obtained using experimental data (Fig. 2.1 & Fig. 2.3), phase contrast
artefacts are observed (for more detail on phase contrast phenomena, see [Clœ99]). On these
images, phase contrast artefacts correspond to dark and bright waves located at intensity edges.
To check the effect of phase contrast combined with impulse response on tomographic slices,
simulations have been carried out at ESRF, using Peter Clœtens’ simulation software (Fig. 2.22,
2.23 & 2.24).

Images of Fig. 2.23 are simulated with phase contrast. The detector is considered as perfect
(the impulse response is a Dirac impulse). Around tungsten and carbon cores, there are phase
contrast artefacts (black and white rings). In both cases, there are also phase contrast artefacts
around silicon carbide fibers. Considering a real detector (Fig. 2.24), phase contrast artefacts
do not change much around fibers and the carbon core. But in the case of tungsten core, a real
detector considerably reduces artefacts around the core. Simulation is in adequacy with reality,
i.e. Fig. 2.25 (reality) is closer to 2.24 (simulation) than 2.23 (simulation).

To conclude, the effect of the combination of phase contrast and LSF is closer to reality than
only the effect of phase contrast. It proves that the impulse response of the detector really plays
a role into artefacts observed on slices using experimental data.
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(a) (b)

Figure 2.22: Simulated tomographic slices. Ideal detector. No phase contrast simulated. Inci-
dent beam, 33 keV in energy. Distance between detector and sample, 80 mm. Pixel size 1.9 µm.
900 projections, angular span 180°. Matrix in Ti90Al6V4, Fiber in silicon carbide. (a) carbon
core, (b) tungsten core.

Figure 2.23: Similar parameters to Fig. 2.22. Simulation with ideal detector and phase contrast.

Figure 2.24: Similar parameters to Fig. 2.22. Simulation with real detector and phase contrast.
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Figure 2.25: Extract of tomographic slices. Matrix in Ti90Al6V4, Fiber in silicon carbide. On
left, core in carbon. On right, core in tungsten. Synchrotron radiation, 33 keV in energy. Dis-
tance between source and detector, 145 m (parallel photons beam). Distance between detector
and sample, 80 mm. Pixel size 1.9 µm. 900 projections, angular span 180°.

2.7 Conclusion
On tomographic slices reconstructed using experimental data, there are artefacts when high
density materials are aligned. Indeed, dark lines bordered by thin bright lines appear. In this
section, two different causes of artefacts were revealed by simulation.

Only few harmonic components are sufficient to produce these dark line artefacts. This phe-
nomena is known as beam-hardening.

Simulations of phase contrast with different setups have proved that the impulse response of
the detector is present and plays a role in phase contrast artefacts production. The estimated
detector impulse response can also generate dark line artefacts.

Then artefacts are probably due to the combination of few harmonic components and the
detector response.
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Chapter 3

Removing artefacts

In the previous section, we saw that harmonic components and detector response are account-
able for dark line artefacts when high density material objects are aligned. The X-ray images
are blurred by the detector (convolution by a low-pass filter), but since the reconstruction pro-
cess is not linear (logarithm of the attenuation measures), it does not simply result in a blurred
reconstructed tomographic slice.

Deconvolution consists in inverting the smoothing due to the convolution. Many methods have
been proposed in the past to solve this problem [Clœ99, Cul94]. They can be linear or non-
linear, blind or with a priori knowledge, direct or iterative. In the context of this study, the
detector response being available by measurement, a supervised deconvolution is preferred to a
blind one. We propose to solve this degradation problem by an iterative fixed point algorithm.

3.1 Basic idea
An iterative fixed point method is proposed to correct the effect of detector impulse response.
The algorithm is implemented as an iterative function as follows:

Function: deconv
Parameters: input, the input image (observations); kernel, the convolution kernel;

nb_iteration, the number of iteration.
Return: out put.
Require: nb_iteration > 0.
Ensure: out put, result of the deconvolution.
Local variables: i, an integer; out put, an image; conv, an image; err, an image.

i← 1
out put← input
while i <= nb_iteration do

conv← convolution of out put by kernel
err← input− conv
out put← out put + err
i← i+1

end while

Page 39



CHAPTER 3. REMOVING ARTEFACTS

In App. D.1, you will find the deconvolution function and a test program applied to 1D signal.
Fig. 3.1 shows the signal used for testing the algorithm. P0 is the ideal signal. It is considered
as unknown. P1 is known, it simulates the measured signal, the result of the convolution of P0
by the detector response.
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Figure 3.1: Simulated profiles. The ideal profile is convolved by the LSF estimated from the 1st

vertical acquisition.

Fig. 3.2 illustrates the result (P′1) of the deconvolution algorithm on P1 at the 1st iteration. To get
a better result and to check the evolution of the result through iterations, we increase the number
of iterations. Fig. 3.3 shows results until the 3rd iteration. The result is closer to the ideal profile.

We have got a satisfying result by deconvolution with the right kernel. But in practice, the
kernel is estimated from experimental data. The estimation can differ from the real one. To
determine the stability of the algorithm regarding on the deconvolution kernel, a profile con-
volved by a LSF is deconvolved using another one. Figures 3.4 and 3.5 show that the kernel
used in the deconvolution is influent. Indeed, high frequencies can be reduced or increased. The
experimental estimation of the response of the detector is therefore a very sensitive issue.

We have seen how to remove errors using an iterative deconvolution algorithm, in the next
section, this algorithm will be adapted to X-ray tomography.
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Figure 3.2: Simulated profiles. Deconvolution at the 1st iteration.
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Figure 3.3: Evolution through iterations. 1st, 2nd and 3rd iterations.
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Figure 3.4: Profile simulated with LSF from the 2nd horizontal acquisition. Profile corrected at
the 19th iteration using LSF from 1st vertical acquisition.

Corrected profile
Profile on detector

Deconvolution

Pixel number

In
te

n
si
ty

600550500450400

1.2

1

0.8

0.6

0.4

0.2

0

-0.2

Figure 3.5: Profile simulated with LSF from the 1st vertical acquisition. Profile corrected at the
19th iteration using LSF from 2nd horizontal acquisition.
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3.2. REMOVING ARTEFACTS IN SIMULATED TOMOGRAPHIC SLICES

3.2 Removing artefacts in simulated tomographic slices
In the previous section, an iterative deconvolution algorithm was proposed to improve data. In
this part, this algorithm will be adapted to X-ray tomography. In simulation context, the iterative
fixed point algorithm becomes:

1. Tomographic acquisition simulation using the original version of VXI.
From CAD files, projections are simulated.

2. Simulation of impulse response of the detector.
Convolution of every projections by the estimated impulse response of the detector.

3. Tomographic reconstruction of a slice.
From convolved projections, a tomographic slice is reconstructed.

4. Tomographic acquisition simulation from the reconstructed slice.
µ map is used as voxels1 using a modified version of VXI.

5. Simulation of impulse response of the detector.
Convolution of new projections by impulse response of the detector.

6. Getting difference.
Subtraction of original sinogram by the new convolved sinogram.

7. Getting errors map.
Tomographic reconstruction of the difference.

8. Getting corrected slice.
Adding difference to the previous reconstructed slice.

9. Repeat operations from (4.) using this new slice.

The whole algorithm has been implemented using a Bourne-Again SHell (Bash) script. Each
step of this algorithm corresponds to an individual C or C++ image processing program, i.e.
there is a program for the initial simulation (step 1.), a program for the convolution (steps 2.
and 5.), etc. In App. D.2, a schema presents the implementation of the algorithm, with every
different program calls and input/output files.

In subsection 1.4.2, the simulation toolkit VXI was presented. It is noted that it uses 3D polygon
meshes to set samples geometry. A material is assigned to each sample (e.g. tungsten or car-
bon). But in this part, the correction algorithm iterates using reconstructed tomographic slices
as input data. Slices are similar to µ cartographic images, i.e. a pixel of a 2D slice or a voxel
of a 3D volume corresponds to a linear attenuation coefficient at a given energy: the correction
algorithm has to deal with voxels characterized by their corresponding linear attenuation coef-
ficient. Considering the study duration, developing a new simulation toolkit dedicated to voxel
representation is too ambitious. A new version of VXI has been designed to deal with voxels.

1VOlume ELement
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In fact each pixel of an input slice is represented by a cube defined by a polygon mesh (12
triangles) and a µ. The radiographic images are then computed directly using the Beer-Lambert
law with these µ values.

Fig. 3.6 illustrates the result of the algorithm on a tomographic slice simulated with artefacts. A
tomographic acquisition of a step made of tungsten is simulated taking into account the impulse
response of the detector. Then, using the iterative algorithm, the slice is corrected.

(a) (b) (c)

(d) (e) (f)

Figure 3.6: Correction of simulated artefacts. Slice size: 128 ×128 in pixels. Computing time:
less than 3 minutes by iteration. (a) initial slice, (b) 1st iteration, (c) 10th iteration, (d) 20th

iteration, (e) 30th iteration, (f) 100th iteration.

Fig. 3.7 illustrates the result of the same algorithm onto another simulation. A tomographic
acquisition of a sample made of W cores, SiC fibers and a Ti90Al4V6 matrix is simulated
taking into account the impulse response of the detector. Then, using the iterative algorithm,
the slice is corrected.

The algorithm converges faster for the second illustration than for the first. In the first case,
artefacts are more important because of a very accurate alignment of stairs, whereas in the sec-
ond case tungsten cores are not strictly aligned.
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(a) (b) (c)

(d) (e) (f)

Figure 3.7: Correction of simulated artefacts. Slice size: 480 ×480 in pixels. Computing time:
about 1.5 hour by iteration.(a) initial slice, (b) 1st iteration, (c) 2nd iteration, (d) 3rd iteration,
(e) 4th iteration, (f) 10th iteration.

The rendering time of an iteration is higher for the second simulation because slices are bigger.
In the third chapter of Nicolas Freud’s PhD thesis [Fre03], the complexity of the computing
algorithm of VXI is introduced. We can consider that the complexity of the original algorithm
is O(n), with n the number of pixels of the virtual detector. In the case of the modified algorithm,
which deals with voxel data, there are as many original simulations as there are voxels. In a
slice, there are m2 voxels, with m the edge size of a slice in pixel (the edge size can differ from
the virtual detector size due to scaling factor). Therefore the algorithm complexity becomes
O(m2).

3.3 Testing using experimental data
In the previous section, the fixed point algorithm was adapted to x-ray tomography. Some tests
on data obtained by simulation were successfully performed. Here, we will see what is hap-
pened using experimental data.

The LSF has been estimated using a complex algorithm to avoid a lack of data and engines inac-
curacy. Inevitably, there is numerical inaccuracy. Moreover the LSF is probably over-estimated
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and we have got two different kernels, the first is horizontal and the second is vertical. The
first step is to tune them to get the better convolution kernel to remove artefacts. By changing
the scale of the kernel, we can try to deconvolute the profile shown in Fig. 2.15. Indeed, the
ideal profile of the sample is perfectly known. Fig. 3.8 illustrates the result of the algorithm
with different kernels. No kernel is able to deconvolute perfectly the signal. A kernel with a
short size does not compensate the effect of the impulse response. But a kernel with high size
produces overshoots. We will use the one which match the more the ideal profile.

The last step is to run the algorithm using a tuned kernel and experimental data. Fig. 3.9 shows
the result of the iterative fixed-point algorithm adapted to x-ray tomography. The used kernel
is the one estimated from horizontal LSF and scale by 0.5. Using real data, the artefacts are
removed slowly comparing to the use of simulated data. The width of dark lines becomes
shorter. It removes blur and adds some noise. Fig. 3.10 illustrates that corrected attenuation
coefficients are closer to theoretical values than initial coefficients. Unfortunately, dark line
artefacts are still visible. Two different causes are possible:

1. the amount of harmonic components has not been evaluated, then removing harmonic
effect has not been managed in this study,

2. the used convolution kernel to deconvolute the signal is not strictly right.
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Figure 3.8: Tuning the convolution kernel size. Original kernel size, 301 pixel. (a) kernel scaled
using factor 0.25, (b) kernel scaled using factor 0.5, (c) kernel scaled using factor 0.67.
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(a)

(b)

Figure 3.9: Region Of Interest of a slice of the aluminium composite reconstructed from exper-
imental data. (a) initial slice, (b) 21th iteration.
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TiAlVSiC W

(a)

TiAlVSiC W

(b)

20TiAlV10SiC0

(c)

Figure 3.10: Histogram of reconstructed slices. (a) Initial slice, (b) 21th iteration. (c) Zoom
between gray intensities -0.5 and 20.
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Conclusion

This project was proposed by Jean-Michel Létang and Gilles Peix of CNDRI Lab. The basic
idea of this study comes from the disclosure of strong artefacts in specific micro-tomographic
volumes acquired at ESRF on ID19 beamline by Professor Jean-Yves Buffière and Dr Eric
Maire of GEMPPM. Indeed some dark lines appear when high density objects are aligned.

After introducing briefly X-ray imaging in chapter 1, we determined in chapter 2 the origin of
these dark-line artefacts using both simulation tools and real experiments. Then in chapter 3, a
method was proposed to removed artefacts due to impulse response of the detector.

The exhaustive study of possible artefact origins was carried out. Two different causes have
been highlighted:

• By ray-tracing simulation, few harmonic components are sufficient to generate sim-
ilar dark line artefacts.

• To check the effect of the impulse response of the FRELON camera, the Edge Spread
Function (ESF) of the whole acquisition system has been partially estimated. However,
we show by simulation that the estimated response is also accountable for producing
dark line artefacts.

Phase contrast simulations have proved that the impulse response of the acquisition system is re-
ally accountable. Consequently, dark-line artefacts result from the combination of few harmonic
components and the detector response.

Simulated artefacts caused by the detector response have been successfully removed using a
method adapted from the fixed point iterative algorithm applied to X-ray tomography. How-
ever, we saw that the fixed point algorithm is sensitive during the deconvolution process to the
estimated impulse response.

Unfortunately, the algorithm has not been sufficiently tested on experimental data because of a
lack of time. Indeed, the estimated ESF is probably over-estimated. So, the use of this algo-
rithm on experimental data need more time to tune the PSF.

In the future, some work could be performed to complete this current study:

• the impulse response should be more accurately estimated. The lack of data and engines
inaccuracy imply a complex algorithmic solution. Consequently, there are many compu-
tations, which also generate inaccuracy. To avoid the part of this problem due to a lack
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of data, more data have to be acquired to minimize calculation. It will need more time at
ESRF.

• More acquisition time will also allow to check the isotropy of the response of the system.

• The correction of harmonic components should be studied. The amount of harmonic
components has to be accurately estimated. Anyway, managing the harmonic components
of synchrotron radiation only occur when high density samples are aligned. It can be
done by software (calibration or heuristically during the deconvolution process). Another
possibility is maybe to use another monochromator, which will reduce the number of
harmonics, but it will also increase the acquisition time. A such monochromator can be
used only in the case of high density material alignment.

• To test the algorithm onto real data, another set of projections will have to be acquired.
Indeed, provided data were quite old and some parameters were missing, e.g the used
monochromator. Ideally, all these acquisitions, projections for tomography, projections
of a GaAs plate, etc. should be acquired in the same time.

• We can also imagine a protocol to validate the estimated PSF, e.g. acquiring a projection
of a simple sample with a known ideal profile and trying to deconvolute the profile tuning
the PSF until convergence to the ideal profile. This projection can be the plate made
of GaAs. If the new estimated PSF is not isotropic, it should be tested using different
orientation of the plate.

• To correct artefacts, other deconvolution methods should be tested. A benchmark will
compare other methods to the one proposed in this study.

• Another possibility to correct the impulse response can be an hardware solution, by mod-
ifying the acquisition system. Indeed a discussion after a presentation of this study at
ESRF, has shown that the screen (X-ray to visible light converter) is very thin and has to
be supported near the CCD. The thickness of the support is quite big. In it, there can be
scattering, which increases the PSF tails.
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Appendix A

Testing the scaling factor in GEANT4

Fig. A.1 and A.2 are obtained by simulations using GEANT4 with the setup presented in
Sec. 2.2.2. The purpose was to check that X-ray simulations remain the same when all geo-
metrical dimensions are scaled inversely to the material densities. Simulations use a fan beam,
400 keV. An iron box of 100×100×50 in mm, with a cavity of 20×5×2.5 in mm was placed
in front of a lead filter (300×300×1 in mm).

(a) (b) (c)

(d) (e) (f)

Figure A.1: Images given by simulation: (a) directly transmitted photons, (b) Rayleigh scatter-
ing, (c) Compton scattering, (d) multiple scattering order 2, (d) multiple scattering order 3, (e)
multiple scattering order > 3.
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Figure A.2: Average vertical profiles of a simulation of a filter (300× 300× 1 in mm) in lead
at the front of an iron box of 100× 100× 50 in mm, with a little cavity of 20× 5× 2.5 in mm,
using fan-beam of 400 keV.
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Appendix B

Flat field

In X-ray imaging, raw data have to be corrected before analysing. There is a difference in
sensitivity between pixels [Ret98]. Flat field correction (Eq. B.1) allows to remove the effects
of the non-uniform response of the CCD. It sets every pixel values in the same dynamic using:

Iout put(x,y) =
Iinput(x,y)− Idark(x,y)
Ire f (x,y)− Idark(x,y)

(B.1)

with Iout put the corrected image, Iinput the measured image to correct, Idark a measured image
without incident beam and Ire f a measured image with full flow.

Fig. B.1 illustrates the effect of the flat field correction on a projection of a Gallium-Arsenide
crystal plate acquired at ID19 beamline of ESRF.
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(a) (b)

(c) (d)

Figure B.1: Flat field correction. Pixel size: 1.9 µm. Synchrotron radiation: 33 keV in energy.
(a) Iinput , (b) Idark, (c) Ire f , (d) Iout put .
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Appendix C

Parameters estimated by gnuplot

The following tables resume the parameters of the Eq. 2.12 estimated by gnuplot for the profiles
corresponding to Fig. 2.19,

2nd horizontal profile:

Final set of parameters Asymptotic Standard Error
a = 0.528695 +/- 0.0001602 (0.0303%)
b = -0.187731 +/- 0.0004134 (0.2202%)
c = 382.479 +/- 0.08206 (0.02146%)
d = 19.4464 +/- 0.1469 (0.7556%)
e = 1481.03 +/- 23.31 (1.574%)

1st vertical profile:

Final set of parameters Asymptotic Standard Error
a = 0.527577 +/- 0.0001588 (0.03009%)
b = 0.179894 +/- 0.0004115 (0.2288%)
c = 467.752 +/- 0.07577 (0.0162%)
d = 13.7831 +/- 0.1261 (0.9147%)
e = 1144.1 +/- 16.53 (1.445%)

Error rates show that estimated parameters are very close to the data points set.
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Appendix D

Deconvolution

D.1 Matlab programs

D.1.1 Iterative deconvolution function

The following program is the 1D deconvolution function:

f u n c t i o n [ o u t ]= deconv1d ( a n I n p u t , a K e r n e l , a N u m b e r O f I t e r a t i o n )
% D e c o n v o l u t i o n 1D
% a n I n p u t = o b s e r v e d da ta
% aKerne l = c o n v o l u t i o n k e r n e l
% a N u m b e r O f I t e r a t i o n = number o f i t e r a t i o n
% o u t = c o r r e c t e d da ta a f t e r d e c o n v o l u t i o n
% Usage : t a b _ 0 0 2 _ b i s=deconv1d ( t a b _ 0 0 1 _ b i s , k e r n e l , 5 ) ;

% I n i t i a l i z e some s i z e s and v e r t o r
[ x , y ] = s i z e ( a n I n p u t ) ;
[ xx , yy ] = s i z e ( a K e r n e l ) ;
yy = y + yy − 1 ;

% For some o p t i m s a t i o n
tmp = ( yy − y ) / 2 ;
tmp_p lus_one = tmp + 1 ;

% Counter
i = 1 ;

% A c c u m u l a t i o n b u f f e r
o u t = a n I n p u t ;

whi le i < = a N u m b e r O f I t e r a t i o n
% C o n v o l u t i o n
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t a b = conv ( o u t , a K e r n e l ) ;

% D i f f e r e n c e w i t h " i t e r a t i o n 0 " ,
% t h a t i s t o say w i t h o b s e r v e d da ta ,

% ( n o t e : t h e ’ conv ’ f u n c t i o n i n c r e a s e b u f f e r s i z e )
e r r = a n I n p u t − t a b ( tmp_p lus_one : y + tmp ) ;

% A c c u m u l a t i o n
o u t = o u t + e r r ;

i = i + 1 ;
end

% End o f f u n c t i o n

D.1.2 Test files

Function is used to generate a 1D signal

f u n c t i o n [ o u t ]= C r e a t e P r o f i l e ( aRepea tS igna lNumber ,
aNumberOfEdge ,
anEdgeSize )

% C r e a t e a s i g n a l 1D f o r t e s t i n g
% aRepea tS igna lNumber = Repea t t h e s i g n a l
% aRepea tS igna lNumber t i m e s
% aNumberOfEdge = The number o f edge o f t h e p r o f i l e
% anEdgeS i ze = S i z e o f an edge
% Usage : i d e a l _ p r o f i l e = C r e a t e P r o f i l e ( 5 , 4 , 5 0 )

% The t o t a l s i z e o f t h e p r o f i l e
s u b _ s i g n a l _ s i z e = aNumberOfEdge * anEdgeSize ;

% C r e a t e a v e c t o r and f i l l i t w i t h 0
o u t = z e r o s ( 1 , s u b _ s i g n a l _ s i z e * aRepea tS igna lNumber ) ;

% C r e a t e an i d e a l p r o f i l e
f o r i = 0 : aRepea tS igna lNumber − 1

o u t ( anEdgeSize * 0 + i * s u b _ s i g n a l _ s i z e + 1 :
anEdgeSize * 1 + i * s u b _ s i g n a l _ s i z e ) = 1 . 0 ;

o u t ( anEdgeSize * 1 + i * s u b _ s i g n a l _ s i z e + 1 :
anEdgeSize * 2 + i * s u b _ s i g n a l _ s i z e ) = 0 . 5 ;

o u t ( anEdgeSize * 2 + i * s u b _ s i g n a l _ s i z e + 1 :
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anEdgeSize * 3 + i * s u b _ s i g n a l _ s i z e ) = 0 . 0 ;

o u t ( anEdgeSize * 3 + i * s u b _ s i g n a l _ s i z e + 1 :
anEdgeSize * 4 + i * s u b _ s i g n a l _ s i z e ) = 0 . 5 ;

end

% End o f f u n c t i o n

Program used to test the 1D deconvolution function

% Needed f o r e x e c u t i o n i n o c t a v e , can be i g n o r e u s i n g Matlab
c l e a r ;

% D e f i n e s
% The t e s t s i g n a l i s a s t e p . The s t e p can be r e p e a t e d .

% Repea t t h e s i g n a l r e p e a t _ s i g n a l t i m e s
r e p e a t _ s i g n a l = 5 ;

% The number o f edge o f t h e p r o f i l e
number_of_edge = 4 ;

% S i z e o f an edge
e d g e _ s i z e = 5 0 ;

% The t o t a l s i z e o f t h e p r o f i l e
s u b _ s i g n a l _ s i z e = number_of_edge * e d g e _ s i z e ;

% C r e a t e t h e i d e a l p r o f i l e ( r e p e t e d 0 t i m e s )
t a b = C r e a t e P r o f i l e ( r e p e a t _ s i g n a l , number_of_edge , e d g e _ s i z e ) ;
[ t a b _ w i d t h , t a b _ h e i g h t ] = s i z e ( t a b ) ;

% Load t h e d e t e c t o r r e s p o n s e ( c o n v o l u t i o n k e r n e l )
load HOR_B_31 ;
k e r n e l = HOR_B_31 ’ ;
[ k e r n e l _ w i d t h , k e r n e l _ h e i g h t ] = s i z e ( k e r n e l ) ;
h a l f _ o f _ k e r n e l _ h e i g h t = ( k e r n e l _ h e i g h t − 1 ) / 2 ;

% C r e a t e a p r o f i l e c o n v o l v e d by t h e d e t e c t o r r e s p o n s e
% The conv f u n c t i o n i n c r e a s e b u f f e r s i z e
t ab_001 = conv ( t a b , k e r n e l ) ;
t a b _ 0 0 1 _ b i s = tab_001 ( h a l f _ o f _ k e r n e l _ h e i g h t + 1 :

t a b _ h e i g h t + h a l f _ o f _ k e r n e l _ h e i g h t ) ;
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% 1 s t i t e r a t i o n
t a b _ 0 0 2 _ b i s = deconv1d ( t a b _ 0 0 1 _ b i s , k e r n e l , 1 ) ;

% 2 nd i t e r a t i o n
t a b _ 0 0 3 _ b i s = deconv1d ( t a b _ 0 0 1 _ b i s , k e r n e l , 2 ) ;

% 2 4 t h i t e r a t i o n
t a b _ 0 2 5 _ b i s = deconv1d ( t a b _ 0 0 1 _ b i s , k e r n e l , 2 4 ) ;

% S e l e c t a ROI
o f f s e t _ 1 = s u b _ s i g n a l _ s i z e * r e p e a t _ s i g n a l / 2 − s u b _ s i g n a l _ s i z e / 2 ;
o f f s e t _ 2 = o f f s e t _ 1 + s u b _ s i g n a l _ s i z e + e d g e _ s i z e ;

% D i s p l a y r e s u l t
p l o t ( t a b ( o f f s e t _ 1 + 1 : o f f s e t _ 2 ) )
hold on
p l o t ( t a b _ 0 0 1 _ b i s ( o f f s e t _ 1 + 1 : o f f s e t _ 2 ) )
p l o t ( t a b _ 0 0 2 _ b i s ( o f f s e t _ 1 + 1 : o f f s e t _ 2 ) )
p l o t ( t a b _ 0 0 3 _ b i s ( o f f s e t _ 1 + 1 : o f f s e t _ 2 ) )
p l o t ( t a b _ 0 2 5 _ b i s ( o f f s e t _ 1 + 1 : o f f s e t _ 2 ) )
hold o f f
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D.2 Programmed iterative algorithm
Fig. D.1 presents the iterative algorithm. Arrows represent input/output files. Each box repre-
sents a program. GetLogImage is used to obtain sinogram from projections. recons3d recon-
structs tomographic slices from sinogram. SimuFromVoxel simulates projections from a µmap
(voxels). Convolve1D is used to convolve projections by impulse response of the detector. Dif-
ference gets difference pixel with pixel between two images. Addition gets addition pixel with
pixel between two images.

GetLogImage

Convolve1DGetLogImage

Difference

recons3d Addition

i <− 1

recons3d

i <− i + 1

SimuFromVoxel

DIFF_sino_[i].log.sdt

SINO_[i].conv.sdt

LSF

SINO_001.log.sdt

SINO_[i].log.sdt

DIFF_[i].sdt

SINO_[i].sdt

SINO_[i].log.sdt

TOMO_[i − 1].sdt

TOMO_[i].sdt

SINO_001.sdt

Figure D.1: Iterative deconvolution algorithm.
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