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Abstract

Qualitative and quantitative use of volumes reconstructed by computed-tomography
(CT) can be compromised due to artefacts which corrupt the data. This article illustrates
a method based on virtual X-ray imaging to investigate sources of artefacts which occur
in microtomography using synchrotron radiation. In this phenomenological study, different
computer simulation methods based on physical X-ray properties, eventually coupled with
experimental data, are used in order to compare artefacts obtained theoretically to those
present in a volume acquired experimentally, or to predict them for a particular experimental
setup. The article begins with the presentation of a synchrotron microtomographic slice of a
reinforced fibre composite acquired at the European Synchrotron Radiation Facility (ESRF)
containing streak artefacts. This experimental context is used as the motive throughout
the paper to illustrate the investigation of some artefact sources. First, the contribution of
direct radiation is compared to the contribution of secondary radiations. Then, the effect
of some methodological aspects are detailed, including under-sampling, sample and camera
misalignment, sample extending outside of the field of view, and photonic noise. The effect of
harmonic components present in the experimental spectrum are also simulated. Afterwards,
detector properties, such as its impulse response or defective pixels, are taken into account.
Finally, the importance of phase contrast effects is evaluated. In the last section, this
investigation is discussed by putting emphasis on the experimental context which is used
throughout this paper.
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1 Introduction

Computed tomography (CT) [31L[38], a technique developed by Hounsfield in 1972 [27], has become
a common investigation tool to study the internal structure of materials [0, [37]. CT is a multi-
angular acquisition followed by a numerical reconstruction procedure which yields, from a sufficient
number of projections, a three-dimensional (3D) dataset consisting of trans-axial planes of X-ray
attenuation coefficients through the sample. However, the acquisition and the reconstruction
processes can generate spurious images due to artefacts, which might prevent a quantitative use of
such data. The basic sources of artefacts have been studied in detail in the literature [31], 28]. Let
us recall the main ones. First of all, due to the necessary discrete mathematical approach of the
problem, under-sampling the number of projections or under-sampling the number of pixels of the
detector results in aliasing. When a polychromatic beam is considered, strong artefacts, usually
called “cupping effect”, appear due to beam hardening [I0]. If there are defective or badly corrected



pixels in the projection, ring artefacts occur in the reconstructed data [46]. Lack of uniformity
in the output of X-ray tubes, detector sensitivity, changes in voltage supply, incomplete field
of view [39], and scattering were reported to generate artefacts [47]. Nevertheless most studies
regarding artefacts in tomography have been conducted only in the medical field. Some of them
are specific to this scope, like streaks due to metallic implants, boundary splitting and subtle
distortions of shape due to patient movement [54], or artefacts caused by aortic motion [43] and
respiration [24]. The influence of data acquisition parameters (collimation, pitch and angle of
inclination) on artefacts in reconstructed images has specifically been challenged in the case of
colonography [51]. On some reconstructed images, dark and bright fringes located at density edges
can be observed due to phase contrast phenomena [II].

Nowadays, computers are fast enough to enable the simulation of the whole X-ray imaging
chain, from the source to the detector. Simulation tools and models are numerous. They allow
scientists to simulate experiments, to optimise their parameters [36], to assist experts in their
analytical approach of radiography [6], as well as to register 3D to 2D imaging systems [49] 40].
There are basically two different kinds of X-ray simulation algorithms in use:

o probabilistic method, based on Monte Carlo trials,
e determinist or analytic method, based on ray-tracing.

Simulation by Monte Carlo [Il 44l [6] consists of the individual tracking of each particle (e.g.
photon or electron in the case of X-ray simulation). Such algorithms are able to follow step-by-
step each particle during its different interactions with matter. At each step of the simulation,
several interactions are possible for each particle. These events are randomly chosen, their prob-
ability respecting physical laws. Ray-tracing is a determinist algorithm, originally designed for
image synthesis in the visible domain [22] 48]. In the 3D space, a straight line from the observer
(viewpoint) to a pixel of a projection plane is called a ray. For each pixel, intersections between
a ray and 3D objects must be computed. Only the closest intersection to the observer is relevant
in the visible light case, indeed others are hidden if there is no transparency. The ray-tracing
principle has been adapted to X-ray simulation [20, 23]. In this case, every intersection has to
be considered. This allows the computation of radiation attenuation, considering the thickness
crossed by a ray into objects characterised by their material properties. The two kinds of algorithm
are not exclusive, but complementary:

e The Monte Carlo approach is slow. Several days can be needed to get an image with an
acceptable noise level (e.g. 1%), but it incorporates each kind of photon/matter interaction
into account (scattering, fluorescence, electron processes).

e The second approach is fast and does not produce any noise. To simulate realistic images,
Poisson noise in each photon energy channel can be added afterward. A full sinogram can
be simulated from CAD models in a few minutes using a current computer. However it is
only suited to directly transmitted photons.

The purpose of this paper is to investigate a method based on X-ray simulation to study the
influence of the different sources of artefacts in a given microtomographic setup. Although work
investigating various causes of artefacts has been done, a generic method to diagnose the origin
of artefacts observed in a given reconstructed volume needs to be conducted. This topic may
be of importance for physicians to optimise the data acquisition process, by providing them with
acquisition procedures to avoid or reduce artefacts depending on the material nature of a particular
studied sample. To illustrate the proposed method, a specific microtomographic volume acquired
by synchrotron radiations [37] is used throughout the paper. In this particular reconstructed
composite material, dark streak artefacts are present, preventing the quantitative use of the 3D
data.

In Section [2] we begin with an overview of two similar tomographic acquisitions, carried out
at ESRF, of Ti/SiC fibre composites. In one sample, the fibre’s core is made of carbon while
in the second it is made of tungsten. While the reconstruction of the sample with carbon cores



seems to be free of artefacts, the reconstruction of the sample with tungsten cores generates
spurious streaks. Section evaluates the importance of each photon/matter interaction and
their respective degradation of the X-ray image. The influence of methodological parameters which
have to be taken into account for any acquisition, such as under-sampling, sample and camera
misalignment, objects extending outside the scan field of view and photonic noise, are reviewed
in Sections [3.2] to [3:5} The role of harmonic components possibly present in the incident beam is
reported in Section [3:6 In Section 3.7, a method to estimate the impulse response of an X-ray
camera is presented and applied to the FReLoN (Fast Read-out Low Noise) camera based detector
used at the ID19 beamline [34]. Then the corresponding effects are simulated. Degradations due
to defective or badly corrected pixels of the detector are presented is Section [3.8] Finally, phase
contrast artefacts are evaluated in Section

2 Background

Given an ideal detector and a monochromatic X-ray source, a volume reconstructed by tomography
is a map of linear attenuation coefficients for that particular energy. However, in practice several
artefacts may occur in reconstructed volumes.

cores (W)

fibers (SiC)

matrix (Ti—-6Al-4V)

Figure 1: Slice reconstructed by microtomography, containing artefacts. Experiment carried
out at ESRF on the ID19 beamline (distance source/detector: 145 m (parallel beam)). Distance
detector /sample, 80 mm. Detector: 0.5 mm thick substrate supporting a YAG:Ce fluorescent layer
deposited. CCD camera: 1024 x 1024 pixels resolution. Effective pixel size: 1.9 pm. Synchrotron
radiation: 33keV (500eV FWHM) in energy selected with a Ru/B4C multilayer. 900 projections
(almost half of optimal). Angular span: 180°.

As an example, Figure [1| shows a typical reconstructed slice of an Ti/SiC fibre composite
acquired at ESRF. The reconstruction algorithm is the standard filtered backprojection [31] with
a cut-off frequency half the sampling [41]. The matrix is a mixture composed of titanium (90%),
aluminium (6%) and vanadium (4%). Fibres are silicon carbide and their cores (the bright spots
in Figure [1)) are tungsten. Two kinds of artefacts are clearly visible in Figure [2) showing real and
theoretical intensity profiles, and in Figure (3| an enlarged region of interest (ROI) of the initial
slice:

1. black and white fringes at the silicon carbide edges; these phase artefacts are similar to some
image enhancement techniques like unsharp masking [29] with a Laplacian filter [14];
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Figure 2: Comparison between an experimental intensity profile (extracted from Figure [1f) and
the corresponding theoretical values. The profile is radially sampled across a fibre. The recon-
structed voxel size is 6 microns.

streaks

fringes

Figure 3: Extract of Figure The fibre diameter is 140 microns and its core diameter is 30
microns.

Material | Linear attenuation coefficient

(1 in cm™)
theoretical experimental
SiC 2.750 6.7 (0 = 4.2)

Ti-6A1-4V | 12.449 14.6 (0 = 3.3)
W | 34161 | 172.3 (0 =7.9)

Table 1: Comparison of theoretical and experimental linear attenuation coefficients at 33 keV.
Experimental values (mean and standard deviation) are computed from intensity histograms for
each material, manually segmented in the image via a binary mask.



2. dark streaks with bright borders, located along alignments of high density tungsten cores.

As these streaks are darker, linear attenuation coefficients are underestimated in the artefacts
area. Comparing the attenuation coefficients in this slice to the corresponding theoretical values [4]
[5], it is found that computed coefficients are wrong, particularly at artefact and tungsten core
regions (Table . Most notably, the tungsten value is underestimated by a factor of 2. On the
other hand, Figure [4] is the result of a tomographic reconstruction where the cores are carbon,
which has very low absorption compared to tungsten. Dark and bright fringes around the fibre
cores are still clearly visible, but there are no longer any dark streaks.

Figure 4: Slice of a titanium composite reinforced with SiC fibres with carbon core reconstructed
by tomography. Experiment carried out at ESRF on ID19 beamline. Distance detector/sample:
60 mm. Pixels size: 1.4 pm. Synchrotron radiation: 30keV (450eV FWHM) in energy. 1200
projections. Angular span: 180°.

In this study, we apply our virtual imaging approach to those titanium composites with SiC
fibres containing tungsten or carbon cores. The goal is to evaluate and understand all relevant
possible causes of artefacts, using both real experiments and simulation tools.

3 Investigation of artefacts origins

In order to diagnose the different causes which might have generated artefacts in a given 3D image,
we investigate in this section all relevant origins of artefacts which could occur in synchrotron
microtomography, using simulations of X-ray imaging and experimental data complementarily.

3.1 Interactions

This subsection evaluates the relative importance of the directly transmitted radiation with respect
to other radiations (scattering, fluorescence, etc.) that could be expected in a titanium composite
with tungsten core fibres. As stated previously, simulations by the Monte Carlo method are able
to follow each photon during its different interactions with matter. The aim of such a simulation
is twofold. First, in order to use a fast ray-tracing algorithm which ignores scattering, it is
fundamental to ascertain that scattering is negligible compared to directly transmitted photons.
Second, we have to determine whether a particular kind of interaction is important enough to
generate artefacts in the case of the considered sample.

Basically at low X-ray energies, three main kinds of interaction between photons and matter
are likely to degrade X-ray images:



e Rayleigh scattering;
e Compton scattering;
e Fluorescence photon emission.

To carry out probabilistic simulations, GEANT4 (for GEometry ANd Tracking), a library de-
veloped by CERN (European Organisation for Nuclear Research) is used to simulate the passage
of particles through matter [I]. A simulation was performed using a 3D scene composed of a
monochromatic parallel X-ray beam at 33 keV, similar to the real experiment, an Ti/SiC fibre
composite simulation phantom and a detector. As far as the ratio direct vs other radiations is
concerned, the worst case occurs when considering pixels located along alignments of tungsten
cores. When a simulation of 4 aligned fibres is carried out, 99.89% of the energy received by
the detector behind the cores corresponds to directly transmitted photons. Table 2] summarises
the repartition of the remaining 0.11% of the received energy. This simulation shows that, for
this composite material, scattering, fluorescence and Bremsstrahlung photons are negligible with
respect to directly transmitted photons. The result is twofold:

1. those radiations can be inactivated in further simulations; consequently, simulations can
be performed in this example case by ray-tracing using virtual X-ray imaging, a faster
technique, which enables tomographic acquisition simulations in an acceptable computation
time [20, 21];

2. artefacts cannot be present in the reconstructed volume on account of non direct radiations.

Radiation Percentage in energy received
Rayleigh scattering 90.66%
Compton scattering 4.93%
Scattering photons (order > 2) 3.29%
Fluorescence & Bremsstrahlung photons 1.12%

Table 2: Decomposition of the energy received by the detector behind 4 aligned tungsten cores
other than direct radiation, i.e. 0.11% of the total energy.

Note that according to Tofts and Gore [47], the amount of scattering radiations has to be
reduced or corrected down to 1% of the incident beam energy in CT scanners. Also note that,
for the same energy absorbed by the detector coming from non direct radiations, the artefacts
magnitude is highly dependent on the relative importance of the different interaction types. For
example, Rayleigh photons give rise to fewer artefacts than Compton ones, because of the Rayleigh
peaked probability in the incident direction. Nevertheless, it is still possible to deal with non
directly transmitted radiations in three ways:

e by using a specific mechanical device, such as a collimation grid, in order to get rid of photons
which are not parallel to the incident x-ray beam, but this is quite difficult at the resolution
of the experiment (1.9 pm);

e by tuning the incident X-ray spectra to change of interaction domain; for example, reducing
the incident energy will increase the photoelectric absorption with respect to the scattering;

e by image processing or inverse problem techniques; the quantitative data can, for example,
be recovered by physical model based restoration [I8]. Virtual X-ray imaging could in
this case advantageously be used to reduce those artefacts via some iterative optimisation
reconstruction scheme.



3.2 Aliasing

Like any technique dealing with sampled signals, errors can occur in CT images due to insufficiency
of data caused by undersampling when the continuous signal is converted into a discrete form.
In tomography, lack of data produces artefacts usually called aliasing distortions. Two sampling
parameters are identified, the detector pixel number and the number of recorded projections.
Nyquist observed that a signal must be sampled at least twice during each cycle of the highest
frequency of the signal. Let us consider NV,,,, the number of pixels of the detector, and P,,.; the
number of projections uniformly distributed over 180°. If projection data are under-sampled, or if
not enough projections are recorded, then there will be insufficiency of data. Nevertheless, a pixel
binning can be used to reduce the size of the projection. According to [31], the Nyquist theorem
is satisfied when the number of projections is:
s

Pproj = 5 X Nray (1)
Aliasing artefacts [31] generally consist of streaks, Gibbs phenomenon, and Moire patterns (the
reconstruction algorithm being inherently not perfect), and may translate to spurious images
if Equation is not adequately satisfied. In such a case, decreasing the number of samples
in each projection, or increasing the number of projections, reduces aliasing artefacts to some
extent. Nevertheless, to check the effect of aliasing, different tomographic scans were simulated
with different amounts of projections and keeping the number of pixels constant. According to
Equation , at least 1609 projections were required for a 180° angular span if there were 1024
pixels per projection. The Ram-Lak apodising function with a bandwidth of 0.5 was used [41].
Images in Figure [5] show the effects of both under and oversampling.

(b) ()

Figure 5: Three extracts of tomographic scans simulated using a 33 keV monochromatic beam,
a 1024 pixel detector, and different numbers of projections uniformly distributed over 180°. (a)
450 projections, (b) 900 projections, and (c) 1609 projections.

(a)

In the present case, undersampling decreases the visual quality of reconstructed slice by adding
a noise pattern to the image (Figure[5{a)). On the other hand, oversampling enhances only slightly
the visual quality of the reconstructed image. Indeed, since there are sharp edges (i.e. attenuation
steps) in the sample, aliasing must occur whatever the sampling frequency is, because the support
of the Fourier spectrum of a step function is infinity.

3.3 Sample and camera misalignment

The reconstruction process requires the geometry of the whole tomographic setup to be precisely
determined, notably the relative location and orientation of the camera, source and sample. In
tomography for nondestructive testing, it is more usual to rotate the sample rather than the
coupled detector/X-ray source. Consequently, it is easier to design a system which fulfils the ne-
cessary conditions: camera centred and perpendicular to the X-ray beam, rotation axis parallel to
the camera and vertical. However, some tomographic systems are more subject to misalignments,



e.g. open systems like C-arms in medical applications [25]: the geometry changes during the an-
gular scan, and the calibration parameters may drift over time. A sound calibration scheme must
therefore be set. The tomographic setup is usually pre-calibrated during an off-line stage [33], but
some parameters are also determined during or after the scan, e.g. the location of the rotation
axis in the detector plane is often computed via a correlation process between two projections 180
degrees apart. Reasons for inaccuracy or misalignment are several:

1. the location of the axis of rotation is badly determined (e.g. the software failed to compute
its location),

2. the geometrical parameters have drifted,
3. the physical position in the testing device moves during the scan,

4. the sample is a dynamic process (compression, flow...)

(a) (b) (c)

Figure 6: Simulated tomographic scan reconstructed using an inaccurately calibrated tomo-
graphic setup. Acquisition parameters are similar to Figure [1| unless mentioned. (a) Axis of
rotation is shifted by 2 pixels, (b) the camera is misaligned by 1 degree, (c¢) same as (b) but the
distance source/detector is 10 mm.

Figure |§| illustrates the effect of a misaligned acquisition setup. In Figure |§|(a) the location of
the axis of rotation used during the reconstruction process is shifted by 2 pixels with respect to the
true one. In Figures |§|(b) and (c) the detector plane is rotated by 1 degree around its diagonal for
two different source/detector distances. Spurious shapes (half-moon like) typically appear in the
reconstructed volume along sharp attenuation drops. However the characteristics of the resulting
distortions greatly depends on the overall geometry. A misaligned camera simply translates to a
slight anamorphose for a parallel beam in Figure @(b), but the same misalignment in Figure EKC)
gives rise to strong artefacts when the camera solid angle from the source is bigger (cone half angle
of 7.8 degrees). It must be noted that at ESRF the source is located very far from the sample
(145 m at ID19), and the effect of a slight misalignment will not be detected.

There are various ways to reduce these misalignment artefacts. The rotation stage can be
redesigned, and/or a new calibration procedure be set. But in the general case, especially when
a dynamic process is imaged, a complete motion compensation/estimation procedure has to be
developed [7]. Virtual X-ray imaging could in such a framework refine the overall 3D geometry
during the reconstruction stage.

3.4 Limited field of view

In most tomographic acquisition setups, the projection of the whole sample generally remains
completely included into the detector field of view during the angular scan. But the sample
dimensions might sometimes be larger than the detector, then some parts of the projection of
the sample can extend outside the field of view. Tofts [47] showed that artefacts due to such



Figure 7: Tomographic scan simulated using a sinogram cropped by a third of its full size
(acquisition parameters similar to Figure [1)).

missing data result in an “arctan”-like global perturbation of the attenuation coeflicients in the
reconstructed image, more specifically along the peripheral areas where the sample extends outside
of the field of view.

To simulate a sample which extends outside of the detector field of view, the sinogram was
cropped with zero padding: in each projection, a third of the image data in the direction of the
rotation plane is dismissed. A typical reconstruction is shown in Figure []} The left and right
sides of the reconstructed disk, where the sample extends outward, are brighter. On these specific
areas, attenuation information is present in some projections and missing in other projections.
Consequently, these particular parts are considered more attenuating than they really are. To
cope with those truncation artefacts, a multiresolution approach can be used [§], or projections
may be extended [52].

3.5 Noise

Photons are more heavily attenuated by materials with high effective atomic number, especially
when the incident energy is weak. When such highly attenuating structures are aligned, the
number of detected photons in those regions of the camera is very low. As a consequence, the
attenuation is over-estimated along these alignments if the number of detected photons is close to
zero: bright streaks appear as Figure [§ clearly shows.

To avoid this kind of artefact due to poor counting statistics, the integration time of the flat-
field should be set to fill the entire dynamic range of the detector. However, when the sample
is imaged, some areas of the detector still do not receive a sufficient number of photons, so an
image integration process must be used or the X-ray energy should be increased. Nevertheless,
for a given noise level, data collection is likely to be much faster in tomography by synchrotron
radiation, compared to tomography with classic or micro-focus X-ray tubes. Indeed, the photon
flux in the case of synchrotron radiation is usually very important, even when monochromators
are used. However, these artefacts due to the presence of highly attenuating structures cannot
sometimes be reduced to acceptable levels without some prior knowledge [53].



(a) (b) ()

Figure 8: Extracts of simulated tomographic slices reconstructed from sinograms (400 projec-
tions) with Poisson noise in projections. (a) 7.5 x 10% photons per pixel without sample, (b)
1.5 x 107 photons, and (c) 3 x 107 photons.

3.6 Polychromatic X-ray beam

The simulations performed in previous sub-sections used a setup with an ideal monochromatic
source model. However synchrotrons, like any radiation source, generate a polychromatic spec-
trum. It is usually monochromatised either by a perfect crystal or by a multilayer based mono-
chromator in order to obtain a monochromatic beam at a given energy [55] (energy resolution
of 1.5% typically). But this spectrum can still be corrupted by harmonic components, up to a
few percent at the very worst (typically 10~% harmonics rejection), which generates two kinds of
artefacts:

1. bright and dark streaks between attenuating structures (similar to those visible in Figure [3);

2. overestimation in the recovered attenuation coefficient in thick regions, with maximal error
close to its border; this results in a bowl-shape radial profile in homogeneous areas, which
is also called “cupping effect”.

Low energy photons are normally preferentially absorbed due to the logarithmic decrease of the
attenuation coefficient when the incident energy increases. In other words, photons corresponding
to the fundamental component are more likely to be absorbed behind high density structures,
this is beam-hardening. Consequently, the mean spectrum energy crossing a given voxel location
depends on the incident orientation. The reconstructed slice no longer corresponds to a map of
linear attenuation coefficients at the fundamental energy.

We first performed two beam-hardening simulations using a 33keV X-ray with a Gaussian
distribution, with respectively 500eV and 5keV FWHM. Figure Eka) shows that a 500eV FWHM
cannot reproduce the streaks visible in Figures[[]and 3] When a FWHM ten times greater is used,
those streaks appear slightly (Figure [9(b)).

A new simulation setup was designed to evaluate the degradation due to a slightly polychro-
matic beam for the composite material. The incident energy spectrum was heuristically split into
three components and should be considered as an upper bound for the actual situation:

1. the fundamental component, 33 keV in energy, 97% of the incident beam,
2. the 15* harmonic component, 66 keV in energy, 2% of the incident beam,
3. the 2"! harmonic component, 99 keV in energy, 1% of the incident beam.

Figures a) and a) present slices reconstructed from simulations performed with a mono-
chromatic 33keV beam to serve as reference with a tungsten and carbon core respectively. Recon-
structed slices with harmonics present in the incident beam are shown in Figures[L0|(b) and [LI|(b).
Artefacts present in Figure [I0] are close to the ones observed in Figure [I] Harmonics could thus
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(a) (b)

Figure 9: Extracts of simulated tomographic slices of W—core ﬁbres (acquisition parameter similar
to Figure . A 33keV X-ray with a Gaussian distibution: (a) 500eV FWHM, (b) 5keV FWHM.

Figure 10: Extracts of simulated tomographic slices of W-core fibres (acquisition parameter
similar to Figure|[l). (a) monochromatic case, (b) with harmonics (2% second harmonic, 1% third
harmonic).

(b)

Figure 11: Extracts of simulated tomographic slices of C-core fibres (acquisition parameter
similar to Figure|[l). (a) monochromatic case, (b) with harmonics (2% second harmonic, 1% third
harmonic).

be one artefact source in this case. It is however possible to deal with polychromatic beams by
various means:

o preprocessing the data by calibration procedures [10] [19],
 postprocessing by restoration techniques [I8],

« applying a dual energy technique [I5].
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3.7 Impulse response

Until now, simulations were only performed considering a perfect detector impulse response. Unfor-
tunately, this is not realistic. Indeed, real detectors generally induce blur (also called unsharpness).
In X-ray imaging, there could be two main causes of unsharpness: the geometrical unsharpness
which is due to the X-ray source extent and the inherent unsharpness which corresponds to the
detector impulse response [35]. Both unsharpnesses can be modelled as low-pass and energy de-
pendent convolution kernels. Therefore, without loss of generalisation, since both unsharpnesses
convey the same degradations, the artefact study is here restricted to the detector impulse re-
sponse only. Artefacts caused by such a low-pass filtering of the projections can be quite complex
after reconstruction. Their shape in the volume are specific to the material data (non-linear ef-
fects). Although there is a global “smoothing” of the reconstructed information, streaks might
also appear.

We will investigate the role of the detector in the case of the composite material. The detector
inherent unsharpness, also called point spread function (PSF), must first be estimated, but its
assessment is not trivial. This depends on various parameters, e.g. pixel size, fluorescent screen
material, scattering in the fluorescent screen and its support, optical lenses, incident energy, etc.
The most common methods in use to assess the modulation transfer function (MTF) of linear
X-ray detectors, the Fourier transform of the PSF, can be found in a survey by Kaftandjian et
al. [30].

Regarding practical considerations, an edge technique was implemented in order to experi-
mentally estimate the edge spread function (ESF) at 33 keV of the beamline camera. It consisted
of recovering the unsharpness function via an edge signal derivation, sampled along the intensity
gradient of a test object, generally a metal plate [35]. Then, this ESF is derived to obtain the
line spread function (LSF), which in turn can be used to estimate the impulse response if circular
symmetry is assumed. The pixel size being very small (1.9 nm), the edge material had to be chosen
carefully taking into account the possibility to get an edge accurately straight and at the same
time to limit fluorescence and scattered photons behind the plate. A gallium arsenide (GaAs)
monocrystal plate was used. The edge of the plate is perfectly straight. On the other hand its
thickness was 0.5 mm, which was quite large compared to pixel size. Nevertheless, the plate could
be positioned perpendicularly to the X-ray beam using a laser-guided calibration. Using a Monte
Carlo simulation matching the experimental setup, it was ascertained that scattering and fluores-
cence did not degrade the experimental measurements: more than 99.9% of the energy received
by the detector behind the plate came from directly transmitted photons.

The easiest way to obtain the ESF from a projection is to extract a profile perpendicular to
the edge of the test object. But this method lacks accuracy because when there are only few pixels
along the intensity drop (Figure , the uncertainty is too high to approximate the shape of the
profile by an analytic model or to be derived numerically. Two methods can be implemented to
handle this lack of data points:

1. The edge can be moved along the intensity gradient direction [35, B0]. A pixel being hid-
den behind the object becomes ‘visible’. Ideally, the motion span is at least equal to the
unsharpness support. The step magnitude should be computed to get the required number
of projections.

2. The test object has a long sharp edge, slightly twisted relative to a line (or column) of the
camera. Therefore an oriented edge profile can be extracted with enough data points in the
intensity fall [35], 26].

If the edge object can be accurately moved, the first method is easy to carry out. Figure [12| shows
the experimental ESF profile estimated using a translation vector of 0.1 pm, then fitted by the
following analytic model (using a nonlinear least-squares algorithm [2])

ESF(z) = a+ b x (arctan (“7dc> +erf (T)) 2)
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structed by an analytical model (line). The bigger dots correspond to a single line profile normal
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Figure 13: Estimated LSF of the beamline detector.

We can see that the reconstructed profile, given by the translating edge technique, has far
more points in the intensity drop than a simple static profile extracted from a single projection.
Finally, the analytic expression of the ESF was derived to obtain an estimation of the LSF of the
detector, given in Figure 13| (see [26]). To simulate the artefacts caused by this impulse response,
the sinograms used to get the reference simulated slices are convolved using the estimation of this
impulse response as convolution kernel. Slices in Figure[T4] and profiles in Figure[T5show the result
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(a) (b)

Figure 14: Simulated tomographic slices with a real detector response (Figure and a mono-
chromatic incident beam (33 keV in energy). (a) fibres with tungsten cores, (b) fibres with carbon
cores.

o &0 plexl 150 0

Figure 15: Comparison between an intensity profile extracted from a simulated tomographic
slices with an ideal (solid line) and real (dots) detector response. The profile crosses the top three
fibre cores. The corresponding slices are given in figures [14(a) and a)

of such simulations. Compared to the ideal detector case, shown in Figure [L0a) and Figure a),
there are no visual changes in the case of carbon cores except for a global smoothing, whereas
for tungsten cores, the detector impulse response generates dark streaks bordered with bright
lines and considerably reduced attenuation coefficients in the core areas: the linear attenuation
coefficient of the tungsten drops to g = 250cm™! with ¢ = 7.5cm™!. Those streaks are quite
similar to the artefacts caused by harmonics.

The artefacts due to the impulse response of the detector, and more globally, due to the different
sources of unsharpness or non-linearity, can be handled by deconvolution or iterative deblurring
techniques [53] 2], but they have to be implemented with caution as they may increase the noise
level.
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3.8 Defective or badly corrected pixels

The pixels of a CCD detector inherently differ in sensitivity. To deal with this non-uniformity
of sensitivity, a flat-field correction (subtraction of a dark image and normalisation by an image
acquired in the same conditions but without sample) is applied on every projection of a sinogram
before reconstruction by tomography. Nevertheless, flat-field correction might be unable to cancel
the effect, which typically creates ring artefacts (Figure . This is made worse by the noise
accentuating effect of the pre-filtering step of reconstruction algorithms. There are several ways
to reduce this kind of artefact, using mechanical devices|[I7] or filtering techniques [42]. Note that
local (temporally and spatially) recurring fluctuations of the beam intensity, which might occur
during data acquisition in some synchrotron beamline setups, translate to rings that cannot be
easily reduced.

Figure 16: Extract of a simulated tomographic slice using few slightly defective pixels (intensity
modified by + or - 5%) in the “light field” image during flat-field correction.

3.9 Phase Contrast

The usual way to produce an image using X-rays is by beam attenuation. However, the contrast
present in an X-ray image can also be produced by the optical phase of the transmitted wave [16]
[45, [3]. Phase contrast is related to Fresnel diffraction, near-field interference pattern from optics
based on wave propagation in the visible light [9]. Phase contrast typically generates fringes
at the edges of objects in images reconstructed by tomography. Although this phenomenon is
advantageously used in phase contrast tomography [13] and holotomography [12], it could become
a source of artefacts in common quantitative microtomography. They appear as black and white
overshoots in the volume, similar to the output resulting from an image enhancement technique
like unsharp masking [29] with a Laplacian filter. It has indeed been shown that phase contrast
contribution at short distances can be related to the Laplacian of the phase image [14].

To simulate phase contrast for the composite material, a program developed at ESRF was
used [II]. Both cases with carbon and tungsten cores were simulated for a distance of 80 mm
between the sample and the detector. Corresponding projections are shown in Figures (a)
and b). Figures a) and Figure [18|(e) correspond to reference slices, with an ideal detector
response and without simulating the phase contrast.

On the other hand, Figure[L§|(b) and Figure[L§|f) present the result of simulations, still using a
perfect detector response, taking into account phase contrast. The phase contrast clearly generated
artefacts corresponding, on these slices, to dark and bright fringes located along density edges in
the volume. To check the effect of phase contrast combined with an estimation of the impulse
response of the detector, previous simulated sinograms were convolved by the LSF in Figure
Considering a real detector (Figure[L§|c) and Figure[L§|g)), phase contrast artefacts do not change
much for the composite with carbon core fibres, whereas it considerably reduces artefacts around
the tungsten core. The corresponding radial profiles of the tungsten core fibre are plotted in
Figure These latest simulations seem to be in adequacy with reality, i.e. Figure h) (line-
point plot of Figure is closer to Figure [1§[g) (solid plot of Figure than to Figure [I§(f)
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Figure 17: Simulated radiographic intensity profiles of (a) a C-core fibre and (b) a W-core fibre.
The grey lines stand for the theoretical incident X-ray intensities, while the black lines represent
the X-ray intensities degraded by the detector’s MTF.

(dashed plot of Figure , which suggests that the detector impulse response does cause the streak
artefacts present in Figure m

If it is desirable to reduce phase artefacts, the easiest way is to reduce the detector-to-object
distance. This is not always possible, for example due to the sample environment. Note that these
phase patterns can also be advantageously used as an alternative way to estimate the detector

PSF [32].

4 Discussion

We have presented an approach to evaluate many possible causes of artefacts, using both ex-
perimental data and simulation tools, in X-ray microtomography by synchrotron radiation. For
illustration and coherence purposes, it has been applied throughout the paper to the case of a
composite reinforced with alignments of fibres with tungsten cores.

This study showed that when such highly attenuating structures are present in a sample, a
few percent harmonics in the incident synchrotron beam is sufficient to produce strong streak
artefacts. Artefacts translated by the energy resolution (FWHM) of the monochromatised X-
ray distribution remain negligible. We must however note that, with synchrotron radiation, the
polychromatic beam is typically monochromatised using a multilayer, which rejects harmonics far
below percent level. Nevertheless, care must be taken before rejecting the polychromatism as a
probable cause of artefacts in synchrotron microtomography.

This study also highlighted the critical role of the detector impulse response in the production
of artefacts. They are similar to those produced by beam hardening. Although the experimental
LSF of the beamline detector is quite peaked and narrow, the long tails extending to its sides
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Figure 18: Simulated tomographic scans. Incident beam, 33 keV in energy. Distance between
detector and sample, 80 mm. Pixel size 1.9 pm. 900 projections, angular span 180°. Matrix in
Ti-6Al-4V, Fibre in silicon carbide. (a), (b), (c) & (d) carbon core. (e), (f), (g) & (h) tungsten
core. (a) & (e) with an ideal detector and without phase contrast. (b) & (f) with an ideal detector
and with phase contrast. (c) & (g) with a detector (using an estimated impulse response) and
with phase contrast. (d) & (h) Extract of tomographic slices from Figure @ and Figure
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Figure 19: Plot of the radial profiles through Figure |[18(f) with a dashed line, Figure [18(g) with
a solid line and Figure [18(h) with a thin line-point.

considerably reduce the image contrast of the input projections. This results in a similar degrad-
ation to a non-linear detector response. These tails are probably due to residual fluorescence of
the 0.5 mm thick substrate supporting the YAG:Ce fluorescent layer deposited. They could also
be due to total internal reflections in the fluorescent screen.

The investigation approach developed in this study takes advantage of probabilistic and de-
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terministic virtual imaging techniques. This can be applied to any tomographic acquisitions to
provide a better understanding and evaluation of artefacts with regard to the corresponding ex-
perimental parameters, and to eventually reduce them. This study clearly shows that artefacts
present in specific microtomographic volumes acquired by synchrotron radiation can be accurately
discriminated and identified using computerised simulations. These results justify a larger study,
currently underway, to address the feasibility of incorporating a software solution based on virtual
X-ray imaging to remove some specific artefacts automatically, namely those due to secondary
radiations and the detector impulse response.
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